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Presentation Notes
Hello everyone, and thanks for joining me today. 



Agenda for Today’s Seminar

I. Introduction to StreetLight Volume:
2017 AADT Estimates

II. Quick Demo
III. Data Sources
IV. Questions?
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Presenter
Presentation Notes
Here’s what you can expect on today’s webinar. We’ll give you a brief introduction to our new 2017 AADT estimates, and then we’ll dive into the data sources, algorithm, and validation work that went into the development of these analytics. We will address all questions at the end of today’s Q&A session, so please leave all questions for the end. Finally, this webinar will be recorded, and the slides and recording will go out about 24 hours after this webinar is over. 



Introducing StreetLight Volume:
2017 AADT Estimates
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StreetLight Volume: 2017 AADT – What Is It?

Average Annual Daily Traffic Counts

Presenter
Presentation Notes
First off – let’s set the stage. Today, we’re talking about our StreetLight Volume: 2017 AADT Metrics– that’s average annualized daily traffic counts, or estimates of the number of cars that used a road segment per day in 2017. We’ve come up with a new way to estimate these values WITHOUT installing sensors in the field. Instead of placing your own wire our loop count, you can use our cloud-based StreetLight InSight platform to measure AADT – and get comparable or better results than standard two-day field counts. 
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• No staff in harm’s way

• Cost-effective

• Available in minutes

• 365 days of real-world data

• As accurate to more accurate
than temporary/modeled counts

We Believe Our New AADT Estimates Are the Best 
Alternative to Temporary and Modeled AADT

> • Staff in field in harms way

• Expensive

• Time-intensive data collection and 
processing

• 2 to 7 days of real-world data

Presenter
Presentation Notes
As you will see over the course of this webinar, we believe we achieved our accuracy goal – but that’s not the only reason that we believe our new estimates are the best alternative to temporary two-day tube counts and model-derived counts. Before I go any further, I want to emphasize that they’re not a replacement for permanent counts, which will always be an important source of ground truth data in the industry. We’re presenting these new estimates as a replacement for temporary two-day tube counts that are modeled to represent AADT. Over the course of this webinar, I’m going to show you why that’s the case. There are five key reasons for this:
You don’t have to put staff in the field like tube counts
They’re much more cost effective – we think as much as 50% more affordable than tube counts
They’re available in minutes and on demand, unlike tube or modeled counts
They’re based on a full 365 days of real-world data 
Finally, our validation work shows they’re at least as accurate and potentially even more accurate than these alternatives. 
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These Are the Results of Our Validation Work

R² = 0.96
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StreetLight 2017 AADT for Test Data compared to Permanent Counter AADT. R2 is 0.96. No outliers were removed.

Presenter
Presentation Notes
On this slide you can see our validation results with no outliers removed – we’re proud and excited about what we’ve achieved with these analytics. 
And the reasons behind the accuracy of our counts will be the focus of our webinar today.
The first thing we’ll get into is our data sources. 
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The Results from Our National Validation Tests

AADT Range
# of 
Segment
s

Target Abs. 
Error

StreetLight 
Algorithm 
Mean Abs. 
Error

Delta to 
Target
(positive means 
“better than 
target”)

50,000+ 795 12% 12.7% -1%

25,000- 49,999 386 16% 15.7% 0%

10,000 – 24,999 509 20% 20.6% -1%

5,000- 9,999 350 20% 23.5% -4%

0 – 4,999 564

Not available -
too few in 

comparison 
paper. See 
Table 1b.

43.3% NA

Key Results from National Validation Test –Absolute Error

AADT Range
# of 
segment
s

Target RMSE 
as % of 
Average 
AADT

StreetLight 
Algorithm’s 
RMSE as % 
Average AADT

Delta to 
Target
(positive means 
“better than 
target”)

50,000+ 795 20% 15.8% 4%

25,000- 49,999 386 25% 20.8% 4%

10,000 – 24,999 509 28% 31.4% -3%

5,000- 9,999 350 39% 31.5% 7%

2500 – 4,999 270 44% 36.1% 8%

0 – 2,499 294 68% 58.8% 9%

Key Results from National Validation Test –RMSE

Presenter
Presentation Notes
These tables show the absolute error and RMSE of StreetLight’s 2017 AADT estimates compared to target errors. We are happy with these results. In addition to exceeding or being very close to our desired targets for all classes of roads, our estimates perform well on both small and large roads. As detailed in a white paper we’ve made available online, the results also compare very favorably to other AADT estimates derived from Big Data. 

Now that we’ve gone through the basics of these new estimates and shared the key findings of our validation work, let’s get into how we achieved our accuracy goals in the first place. The first thing I’d like to get into is our data sources. 




Quick Demo – How to Derive AADT in 
StreetLight InSight



Data Sources



Permanent Counters
Data from 2,000+ Permanent 

Counters

6

We Use Six Unique Data Sources for Our 
StreetLight Volume: 2017 AADT Estimates 

Big Data Input #2
Full Year of 2017 Navigation-GPS 

Data

2
Big Data Input #1

Full Year of 2017 Location-Based 
Services Data

1
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Contextual Input #1
US Census Data for Normalization

3

Contextual Input #2
Open Street Maps Data

4
Contextual Input #3

Weather Data

5

Presenter
Presentation Notes
Our 2017 AADT Estimates bring together 6 different unique data sources. They are:
Full year of 2017 Location-based services data
Full year of 2017 navigation-gps data
US Census population data for normalization
Open Street maps data for road network information
Weather data 
Data from thousands of counters for calibration 

In each of the slides that follow, I’ll go into more detail on these data sources and explain why they’re so important for these metrics 



Our Big Data Resources: Location-Based 
Services and Navigation-GPS Data

11

Presenter
Presentation Notes
We used two types of geospatial Big Data for our AADT estimates. For those that are familiar with our first StreetLight Volume product, 2016 AADT, the big different here is that we used LBS data that was processed in a different way. Instead of using all of the points in our data set, we used data was already cleaned and processed into trips. These are the key attributes of these data sources….



Our Big Data Resources: Location-Based 
Services and Navigation-GPS Data

12

Navigation-GPS Data: Created by 
Connected Trucks & Cars

Spatial Precision ~5 meters

Frequency of Data 
Pings

Regularly; every 1 sec – 1 min

Type of Trip
Differentiates personal and
commercial trips – ideal for 
truck studies

Sample Size
Penetration rate varies by 
region – but much smaller than 
LBS. ~1% - 4% for personal, 
12% trucks.

Location-Based Services (LBS) Data:
Created by Smart Phone Apps

Spatial Precision ~5 meters – 25 meters

Frequency of Data 
Pings

Variable; usually triggered 
by location change

Type of Trip Personal

Sample Size
~23% of US and CA adult 
population (~65M devices 
in our database)

Presenter
Presentation Notes
The navigation-GPS data we use are created by connected personal and commercial vehicles. Our data set is tagged by vehicle type: personal vehicle, heavy-duty commercial vehicle, or medium-duty commercial vehicle. We included counts of both personal and commercial vehicles in both our 2016 and 2017 AADT. Since roads vary heavily in the share of commercial trucks (and in the share of medium vs. heavy duty trucks) having both is critical. We use a full 12 months of data (365 days), which means our AADT Metrics capture seasonal variation.

For both LBS and all navigation-GPS trips, we also analyzed the ratio of trips between different day parts and day types.
Location-based services (LBS) data are created by smartphone applications that provide a service that depends upon on a device’s geographic location in the physical world; for example, shopping apps, weather apps, or dating apps. We used these data points for our 2016 AADT. Since then, we developed new algorithmic processing techniques to link those data points into trips. We put our new and improved LBS trips to good use in our 2017 AADT. As with GPS, a full 12 months of LBS trips data (365 days) went into our 2017 AADT, which means that they capture seasonal variation.




We Used Two Different Contextual Data Sources to 
Account for Roadway and Environmental Factors

13

A Look into Open Street Maps:
Salt Lake City, UT & Surroundings

A Look into Weather Data:
Precipitation & Temperature in Salt Lake City, UT 

Presenter
Presentation Notes
We included features commonly extractable from Open Street Maps (OSM) such as road geography, speed limits, number of lanes, availability of parking, road classification, and other factors. We know all OSM features are not always available for every road. Our algorithm is factored to adjust to a different set of coefficients if no OSM feature data is available. We also use the OSM to “lock” a trip to a route by connecting pings along the most viable network path a vehicle can take.

We included data on precipitation and temperature to account for areas that have extreme precipitation events (like snow storms) on a regular basis and might experience different travel patterns as a result. 




US Census Data – Our Third Contextual Resource 
– Was Used for Normalization of LBS Trips

14

Presenter
Presentation Notes
For LBS data, we perform a population-level normalization for each month of data. For each census block, StreetLight measures the number of devices in that sample that appear to live there, and makes a ratio to the total population that are reported to live there. A device from a census block that has 1,000 residents and 200 StreetLight devices will be scaled differently everywhere in comparison to a device from a census block that has 1,000 residents and 500 StreetLight devices. 





Our Data Resources from 2,000+ Permanent Count 
Locations Were Critical to Algorithm Development

15

Locations and AADT Distribution of the 2,605 Permanent Counters
State # of Counters State # of Counters

AZ 232 NY 144
FL 243 NH 65
GA 181 OH 146
ID 116 OK 68
IN 90 CA 272
IA 147 PA 90

MA 193 UT 108
MN 84 VT 82
MT 97 WA 175

WV 72AADT Range # of Counters
50,000+ 795

25,000- 49,999 386
10,000 – 24,999 509

5,000 - 9,999 350
2500 – 4,999 270

0 – 2,499 294

Presenter
Presentation Notes
We researched extensively to find well-cleaned permanent counter data. We wanted our data to be spread across the US, between small and large roads, urban and rural. The biggest challenge was finding permanent counter data for small rural roads. The map and charts show the locations of the 2,604 counter data points we used to develop our algorithm. Of the 2,605 counters, we used 2,441 to train the algorithm and 164 to test it.
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• No staff in harm’s way

• Cost-effective

• Available in minutes

• 365 days of real-world data

• As accurate to more accurate
than temporary/modeled counts

Full Circle: Our 2017 AADT Estimates Are Better 
than Temporary and Modeled AADT Counts

> • Staff in field in harms way

• Expensive

• Time-intensive data collection and 
processing

• 2 to 7 days of real-world data

Presenter
Presentation Notes
And that brings us to the end of our presentation. To bring things full circle, we’re excited about our new AADT estimates and believe we achieved our goal of developing a better alternative to temporary counts and modeled counts. 



Big Data Can Do More Than Just Replace: 
The Wheel of Putting Big Data to Work

What is the Best 
Allocation of 

Resources to Meet 
Our Goals?

Can We Build 
Better Travel 

Demand Models 
for Less?

What Are 
Freight Travel 

Patterns?

How Can We
Reduce Cut-

Through Trips?

What is 
Causing 

Traffic in My 
Community?

Where Should 
We Expand 

Transit?

Did Our New 
Policy/Project 

Actually 
Work?

Can We 
Engage the 
Public More 
Effectively?

How Do We 
Model New 

Modes?
(TNCs, Flying Cars)

Presenter
Presentation Notes
Now let’s get more specific about that process with this graphic - We like to call this the Wheel of Problem Solving with Big Data. 
The three steps I just covered are in the center, and you see some examples of specific challenges that Big Data can help you address in the colored part of the wheel. There are lots more examples out there! These are just to get us started.
 In the first phase, you’re using StreetLight InSight to displace current data collection methods like surveys or sensors. 
For example, you might use big data to create a comprehensive OD to seed your travel demand model – but it will take 9 minutes instead of nine months to collect, compile and expand the data.
In the next phase, you start to “Go Bigger.” By this, we mean that you analyze things at a scale that previously would have been impossible.
For example, you can measure the differences in transportation access for different economic groups for EVERY neighborhood in your city – not just one. Our business models are set up so that you can run more and more and more analyses, at almost no marginal cost.
We see a huge latent demand – staff WANTS to go bigger and analyze many things. And access to an unlimited software tool unlocks that latent demand.
In the final phase, you start to go beyond the current practice when it comes to transportation planning. This means getting into analytics of new and emerging modes and new behaviors or using analytics in new ways.
It means things like scanning every road in your city to see where the optimal place for a new bike lane or bus is….and using that to guide your planning process, or exploring how flying cars might be deployed.
Now, no part of this wheel is better or more important than the rest – they all need work together. Being a data driven institution means hitting on the entire wheel. 




Questions?

Thank You!
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Goal #1: Develop Estimates that Are Better Than 
Temporary Counts

Equation for Root Mean Square Error 
(RMSE) as a Percent of AADT
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Source: Gadda, S., A. Mangoon, and K. Kockelman. “Estimates of AADT: 
Quantifying the Uncertainty.” 11th World Conference on Transport 
Research. Location: Berkeley CA, United States. Date: 2007-6-24 to 2007-
6-28

Acceptable Range Per University of 
Texas Researchers:

4.9% – 83%

Our Overall Targets:
20% for lower AADT bins
12% for higher AADT bins

Presenter
Presentation Notes
Our goal was to develop AADT estimates that are more accurate than a temporary count expansion. A paper by researchers by the University of Texas found that the absolute error for temporary count expansion ranges from 4.9 – 83%. The mean absolute percentage errors range from 11.5-18.5%, depending on rural/urban divide and functional class (see Table 2 in: Gadda, S., A. Mangoon, and K. Kockelman. “Estimates of AADT: Quantifying the Uncertainty.” 11th World Conference on Transport Research. Location: Berkeley CA, United States. Date: 2007-6-24 to 2007-6-28). Ranges were not available by AADT class, so we set our overall target stretching from 20% for lower AADT bins to 12% for higher AADT bins. The equation for mean absolute percentage error (MAPE) is shown below. 
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Goal #2: Develop Estimates that Are Better Than 
Counts Derived from Expansion Models
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Validation and Reasonableness Checking Manual Second Edition.” September 24, 
2010. 
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Equation for Root Mean Square Error 
(RMSE) as a Percent of AADT

Presenter
Presentation Notes
We also wanted our estimates to be as accurate as an AADT estimated from a model. The most common standard is to sources evaluate error in terms of Root Mean Square Error (RMSE) as a percent of AADT. As you can see in Figure 1, below, many DOTs generally agree on the acceptable RMSE. We took the average of acceptable RMSEs for each AADT range as the target for our results (we merged the 0-1,000 and 1,000-2,500 ranges due to low availability of permanent counters). The targets for RMSE as % of AADT range from 20% for high AADT to 68% for lower AADT bins. Note -just because the RMSE values are higher than the MAPE does not mean the RMSE-conveyed results are “worse” – they are simply a different calculation.





Algorithm Development

21

Presenter
Presentation Notes
Our goal was to develop a Metric that was as accurate (if not more so) than modeling AADT or expanding temporary counts. We also wanted a Metric that performed better than published results from other Big Data-derived attempts. In short, we set accuracy targets for Root Mean Square Error (RMSE)and Mean Absolute Percentage Error (MAPE). We developed these targets based on literature about the accuracy of modeling and expansion techniques, as well as papers about other Big Data-driven techniques.



Our Second Step: Selecting the Algorithm 
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Ordinary Least Squares
(OLS)

VS.

Random
Forest

Presenter
Presentation Notes
We weighed dozens of different algorithmic approaches to develop our 2017 AADT Estimates. The choice came down to two options for machine learning techniques: Ordinary Least Squares (OLS) and Random Forest.
First, we tried OLS, a multivariate equation framework with machine learning. The benefit of a multivariate regression technique is that it is easier to explain – you are more-or-less building a classic y = mx + b style equation. The disadvantage, as we found, is that the results were not as accurate as we wanted and the model was prone to throwing outliers. 

We also tried a “random forest” model. This approach is similar to a decision tree, but it uses several decision trees. This approach is similar to a decision tree, but it uses several decision trees. An example may help to illustrate this.  Let's say you want to predict whether a patient entering an emergency room is at high risk or not. A decision tree may look like this: If age is over 50, blood pressure is over 150, and temperature is above 100F, then the patient is high risk. That's a decision tree. It is very interpretative, but does not have much predictive power alone. Random Forest uses a lot of decision trees (say, an ensemble), where each tree is a little bit different from the others. When we get a new patient, we take the majority vote of the decision tree ensemble to get a final result. The different trees use random samples of observations and subset of features to train.  For example, instead of considering age, blood pressure, and temperature, we may train one tree with age and blood pressure, another with blood pressure and temperature, another with age and temperature, and so on if we had more features. The key is that the trees become a bit different (less correlated), so when we average the results, we get a “diverse” answer. The idea is if you have a bunch of poor decision makers and put them in a room together to form a committee, they'll start making better decisions. And if each decision maker comes with a different perspective, you'll get better results. 



We Selected the Random Forest Algorithm for 
Our 2017 AADT Estimates Model

• More accurate:
Better at handling 
unusual roads 

• Final Result:
We built a 12-feature 
Random Forest  model 

23

Random
Forest

Presenter
Presentation Notes
The benefits of a random forest model for AADT estimation are that it is more accurate: In particular, it did a far better job of handling unusual roads (such as small ones or ones with extremely high commercial traffic near ports/warehouses). The detriment is that the algorithm is a little less intuitive to explain to non-data scientists. In the end, we think that the accuracy and algorithmic robustness for unusual roads and outliers was more important. In the end, we built a model with 12 features, which is an appropriate feature count for a training set of ~2,600. We see a lot of over-fitting in the transportation and big data industry, which means throwing far too many features into a machine learning model. This may make initial results look very good, but it also prevents the approach from scaling well outside of the research setting.
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