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PREFACE

One of the nation’s most valuable assets is the network of roads and bridges linking the
suppliers of goods and services with their customers. Naticnal economic well-bein@lis depen-
dent upon the condition of the highway system and that, in turn, is inexorably liked to the
quality of design and the quality of construction. To control the quality of consfiiiction, highway
agencies have developed elaborate quality assurance programs based on statistical sampling and
acceptance procedures to ensure that the work is in accordance with thesldfimand spéeifications.

But not ali quality assurance programs are effective nor are all acceptafice prgeedures fair to
both the contractor and the highway agency. Statistical qualitylassutana€ is one of the most
useful tools a highway agency has at its disposal, but only if it iS\used €orrectly.£It'1s the purpose
of Demonstration Project 89 to provide the knowledge and undésstanding €0 éncourage the
correct use of the most effective methods.

One part of this effort is the distribution of a s@ftware package consisting of several interac-
tive programs developed for use on the personal computer. These exfremely user friendly pro-
grams place an enormous amountiof analyfical fewer in the hands of highway engineers and
specification writers, making it easy to demonstratéithe superiority of some procedures and the
ineffectiveness of others. It is hoped that the availabiliby of this software will promote a better
appreciation of both the capabilities and the limitations of statistical methods and that it will help
to motivate the consistent use 6t souid enginbering and statistical principles in highway con-
struction specifications.
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CHAPTER 1

INTRODUCTION

1.1 NATIONAL QUALITY INITIATIVE

Many statistical quality assurance (SQA) procedures in use today were develoged longibefore
statistical science was a requirement in the typical engineering curriculum. Congequently, mahy
existing SQA specifications have never been thoroughly analyzed to confirm that they will perform
as intended. In response to a growing concern that current quality assurance practicés were not
providing the desired degree of highway quality, the Federal Highway A@inini8tation (BERWIAY, the
American Association of State Highway and Transportation Officiéls (AASHTO, formerly
AASHO), and several industry associations joined forces in 1992 to form a tniqué partnership
termed the National Quality Initiative (NQI). Its stated goal wagito prombic the improvement of
highway product quality as one of the keys to national economic competitivenesst

The long-range plan of the NGQI defines a#ifbad sefiBs.of objettives and activities designed to
raise the level of consciousness on quality issues. These activities are concentrated heavily on
education, training, and information exchange in the Belief that Knowlédge and understanding are
ultimately the best motivators. This effort is consistent with, and will be aided by, the current
strong interest in Total Quality Mamagement (TOM) with @$emphasis on continuous process
improyvement, data-driven decision making, and the mibtion thaP’quality is everyone’s responsibility.

1.2 DEMONSTRATIONZROJECT 89

FHWA Demonstratien Project 89 on Quality Management is the parent program that led to the
creation of the NQI. It {8 the putpose of thié broader program to move beyond often vague motiva-
tional rhetoric and pfovide guidance 8ff practical and effective procedures that can readily be
implemented to ensure that the level of quality designed into the plans and specifications is actu-
ally aghiev@e,in the construeted product.

Twa fhaining programmare currently being offered by FHWA. A 2-day seminar (Demonstration
Project 89).\dirgicd primarily at middle and upper level management, combines TQM thinking
with an overview of the state of the art of SQA. This ordinarily is the forerunner of the second
program, a Sday training course (NHI Course 13442) that presents basic statistical principles in
greater detail'@nd illustrates how they can be applied to develop fair and effective construction
specifications.

One part of this effort is the distribution of a software package consisting of several interactive
programs developed for use on the personal computer. These extremely user friendly programs
place an enormous amount of analytical power in the hands of highway engineers and specifica-
tions writers, making it possible to learn why some statistical procedures are inherently superior to
others and how to incorporate this knowledge into fair and effective construction specifications.

1



1.3 STATISTICAL QUALITY ASSURANCE IN HIGHWAY CONSTRUCTION

The AASHO Road Test provided the data in the early 1960s that illustrated in a dramatic way
how variable most construction characteristics are. Concrete strength, asphalt content, pavement
thickness, and many other construction measures were found to vary widely about their target
values, usually in the form of the bell-shaped normal distribution. The tails of these distributions
often extended well into regions that were thought to represent unacceptable pérformance. What
was initially perceived as disturbing news, however, turned out to be beneficial a§ ighway engi-
neers first learned to understand the statistical principles underlying this behaviorandithen began to
develop construction specifications based on these concepts.

As more was learned about construction variability, it became apparent that the desired énd
result could be expressed in statistical terms. This freed highway ageneies, frorm the burden 6f
having to describe the construction process in detail as was the prdetice withithe method-type
specifications then in use. The new approach not only gave contfactors more latitude to use their-
ingenuity to obtain the desired end result in more efficient ways, but al§6 placed the responsibility
for producing quality workmanship directly on those perfgming the work. THiS shift is consistent
with current management philosophy and led to the logical division of fesponsibility whereby
quality control refers to those activities undertakendby the conffactor to meet specification require-
ments and the acceptance program refers 16 the acCepianee testing and other activities performed by
the highway agency to verify that specificatiofl requirements have been met.

Although the constructiopymeasureS observed af the AASHO Road Test did have considerable
variability, it was equally clear that giany of thépaveriehts and structures built under these condi-
tions performed very satisfactorily. What had not been realized previously is that the existence of a
relatively small percentage of tests falling outside §pecification limits was normal and not necessar-
ily detrimental to performag€e: Fhis led e the definition of the acceptable quality level (AQL),
stated either in terms of fhe percentage ofi@lot falling outside specification limits (percent defective
or PD) or the correspongling percentage of the lot falling within specification limits (percent within
limits or PWL). Hifferical data was uséd to determine what levels of PD or PWL corresponded to
satisfactory pepforiance andytherefdie, would be suitable as the AQL upon which a construction
specification could be based. Typical values used in the highway field are percent defective levels of
Py 5 and PD = 10 br the corresponding percent within limits values of PWL =95 and PWL = 90.

The methBdelogy for teveloping acceptance procedures based on this concept had already been
usedsuccedsfully in Both private industry and the military. But whereas these applications classified
as rejectible any lots found to be of lower quality than the AQL, such a sharp distinction was not
considered appropriate for most highway construction items. Highway engineers felt more comfort-
able defihing a high level of quality that was clearly acceptable (AQL) and another, substantially
lower level of quality that was clearly rejectable (rejectable quality level or RQL). In between the
AQL and the RQL, the work was not so defective that removal and replacement was necessary but
neither was it good enough to warrant acceptance at full payment. This led to the concept of ad-
justed payment that provided for prearranged levels of pay reduction for items of work found to be
marginally defective.



It was eventually realized that, if it made sense to withhold payment for substandard work, it
might also make sense to offer some degree of monetary incentive for work that exceeds the AQL.
Just as the justification for reducing payment for marginally defective work is based on the antici-
pated increase in future maintenance and repair costs, it was recognized that superior quality
usually benefits the highway agency by reducing these same costs and that it was Justifiable to pass
some of these savings back to the conscientious contractor in the form of modest incentive pay-
ments in addition to the contract bid price.

The incentive pay concept was initially supported by the FHWA as an experimental feature.
After several years of satisfactory experience, it was approved for general use andd@nowha stan-
dard feature in many highway construction specifications. Not only did this tenfl to soften the
punitive perception the construction industry had of SQA specifications, it provided an increased
mcentive to produce high-quality work believed to be in the best interest of all Gohcerned. The
inclusion of an incentive pay provision also makes it possible to ensuresli@iiuly AQL work will
receive an average pay factor of 100 percent payment, an importani@ature thaPwill be illustrated
in one of the examples in chapter 3. With the advent of the incentive pay pfovisigh, the pay reduc-
tion side of the equation began to play less of a role in actual practice biff remains as an important
safeguard against the occasional lot that, for one reason or angther, fails ro achiéve the desired level
of quality.

When an acceptance procedure is designed or analyzelpthe AQL and the RQL are the primary
points of interest in evaluating its performance. When the work 18 truly at the AQL, it should nearly
always be accepted or receive an average pay factor @il 00 percent, depending upon whether a
pass/fail or pay adjustment procedure is beifiginsed. Wheh the work is truly at the RQL, it should
nearly always be rejected or recéiv®a pa reduction sufficigntly large to cover the cost of the
anticipated future repairs resulting fto deficient quality. Program OCPLOT, one of the programs
described in this manual, provides a convenient way tQ perform this analysis.

The development of theflirst SQA specifications was largely a trial-and-error process and
several tries were often neefled before a wbrkable specification was obtained. Modern SQA specifi-
cations are the result ofa confinuing evollfionary process and contain many improvements and
refinements not presént in the edrlier venfions. As highway engineers have developed a better
understanding of théoperation of SQA procedures, this newly acquired knowledge has been
reflected in more efféeiive acceptance procedures with properly balanced risks and fair and equi-
tabl€ adjlisted payment prowisions. As the level of sophistication has increased, the computer has
emerged as'avalmable aid 10 performing much of the developmental and analytical work, The PC
programs describedin fhis, manual will help to illustrate why SQA specification writing is no
longer an empfirical art but must now be regarded as a thoroughly scientific process.



CHAPTER 2

GENERAL PROGRAM INFORMATION

2.1 SYSTEM REQUIREMENTS

A DOS operating system is required. For best results, the programs should be rtfion a ma-
chine using an Intel compatible 80386 (or higher) processor. A monochrome monit@s 18 shfficient
but considerably greater clarity is achieved on a color monitor.

The complete set of operational programs and support modules requires soméwhat less fhan
one and one-half megabytes of disk space. The largest single programg@CPROT, consists ol a total
of seven modules and requires slightly more than half a megabyte.

2.2 INSTALLATION AND OPERATION

The programs may be run from a disk drive or loadedianto thethard drive. If run from a disk
drive, control must first be transferred to the disk dbive by enterig the appropriate drive designa-
tion before entering the program name. This is necc§sary because all of the programs require
support modules and search for them on 8 Uive from which the programs are being run.

If the programs are to be loadéd onto the hatdhdrive, it is advisable to put them on a
subdirectory created just for that purpose: This can be dccomplished by placing the Demonstration
Project 89 diskette in drive Adand Bntering the following DOS commands:

COMMAND ACTION

md dp89 Creates Bubdirettory DP89 (or choose other suitable name) on hard drive
Chdp&9 Switches control to subdirectory DP89
copy a:*.% Copies all files on diskette in drive A:

If'oniy certain programs are to be selectively loaded onto the hard drive, all necessary support
modules must be included, a list of which is found with the descriptions of the programs in this
chapter. They are also listed on the opening screen of each program.

The programs are designed to be essentially self-explanatory so that very little instruction is re-
quired in order to run them. All programs are started by entering the name (OCPLOT, CONCHART,
DATATEST, etc.). The first two displays identify the programs as part of Demonstration Project 89 on
Quality Management and state the function of the program. The next screen provides basic operational
information. Execution is then halted until the user strikes any key to continue.



The demonstration programs OCDEMO and CCDEMO require no further input and will run
continuously until stopped by pressing the <END> key. The other programs provide a series of
menus and prompts to guide the user, including a variety of internal checks that may cause either
CAUTION or WARNING messages to appear on the screen to provide additional guidance.

23  PROGRAMMING LANGUAGE AND STYLE

The programming is done in Microsoft QuickBASIC. The programs consist of théyprimary
[NAME].EXE modules and several support modules that perform various functifns. Within the
modules, the programming is highly structured and makes use of many subroufines. The program-
ming includes variables lists, outlines of program labels, and many remarks that may make it
possible for users to make minor revisions. The source coding is not provided on the diskette but
may be obtained from either the author or the Demonstration Projecig89°Prgjget Mandpes

2.4  SPECIAL FEATURES

The programming includes various chegls in an attempt to'anticipate a variety of potential
problems. Where it is possible to know in advance that ceftain inpu values are improper, appropri-
ate parts of the keyboard are inactivated. In othefelises, the programs perform many internal checks
to guard against the entry of inappropriate values. [f.the entered value has the potential of produc-
ing an undesirable result, a CAUTION meg8aie.is displaged (color coded yellow) that allows the
user the option of either continiiighor efifering a @ifferent value. If the entered value will result in a
condition that is clearly inappropriatena WARNING message appears (color coded red) that re-
quires the user to enter a different value.

For example, if certain@ntry values can'@iily be positive, the key with the minus sign is inacti-
vated. When the input requités a choicedihong three menu items, only the keys representing the
numerals 1 through 3 afe acfive. The exciptions to this are the keys <PrintScreen>, <ESC>, and
<END>, which are operational ¢ all tindes. The <ESC> key moves the cursor back through the
menu or program 1@ €nable the userto make different selections, and the <END> key permits an
immediate termination Of the program at any point.

e intornalehecks range from simple to complex. In some cases, performing a simple math-
ematigalicalculation préwides an indication of whether the desired result is difficult or impossible to
achieve and #figgers a CAUTION or WARNING message, respectively. For example, if the pay
equation @oefticients entered in program OCPLOT are incapable of producing a 100 percent pay
factor undgriany condition, a WARNING message appears and different coefficients must be en-
tered. In otliéh cases, the input information may be checked against an empirically derived data base
to provide appropriate guidance.



2.5 OPERATIONAL PROGRAMS

A total of eight operational programs are contained on the diskette provided with this manual.
The names of the programs and brief descriptions are as follows:

Program OCPLOT enables the user with a rudimentary knowledge of statistical quality assur-
ance to develop operating characteristic (OC) curves for either pay adjustment or pass/fail accep-
tance plans typically used in highway construction. The primary module is OCPLOT.EXE, and the
support modules are OCCMENU.EXE, OCATT.EXE, OCVAR.EXE, OCPAY.EXE, TABLEN.FIL,
and TABLEPD.FIL. Program OCPLOT is described in chapter 3.

Program OCDEMO is a demonstration version of program OCPLOT. 1t illustrates the dévelop-
ment of OC curves for pay adjustment acceptance procedures and runs continugusly with randomly
selected input values. The primary module is OCDEMO.EXE, and thessuppott modulegfare
TABLEN.FIL and TABLEPD.FIL. Program OCDEMO is also descibed in chapter 3

Program CONCHART enables the user to construct contgol chaits i6m either randomly
generated data or actual field data obtained from a separaf@ file 1The primary module is
CONCHART.EXE and the support module is TABLEN.FIL. Data file SERBENGTH.DAT may also
be used with this program but is not required@Program CONCHART is described in chapter 4.

Program CCDEMO is a demonstration versigiof prograii @ONCHART. It illustrates the
construction of control charts and also runs continu@usly with randomly selected input values. The
primary module is CCDEMOQsEXE, afid tlie, support modules are TABLEN.FIL and
STRENGTH.DAT. Program CCREMQ'Is also déseribed il shapter 4.

Program COMPSIM allows the us€ito experimont with computer simulation as it pertains to
the testing of statistical accepf@nge proccdutes. This program illustrates in greater detail several of
the techniques that underlié the developmenfof operating characteristic curves in program
OCPLOT. The primary madule is COMPSIM.EXE, and the support modules are TABLEN.FIL and
TABLEPD.FIL. Progfam COMPSIM is déscribed in chapter 5.

Program DATATEST providesta convenient way for the user to perform an otherwise tedious
statiftical procedure t@ @gmpare two data sets. The primary module is DATATEST.EXE, and the
support motules are FTABLE.EXE and TTABLE.EXE. Program DATATEST is described in
chapter 6.

Progrdin ONETEST demonstrates the difficulty of making reliable decisions based on a single
sample [ The primary module is ONETEST.EXE and the support module is TABLEN.FIL. Program
ONETEST s described in chapter 7.

Program PAVESAMP graphically demonstrates a stratified random sampling procedure and
compares sample estimates with the true population values. The primary module is
PAVESAMP.EXE, and the support modules are TABLEN.FIL and TABLEPD FIL. Program
PAVESAMP is described in chapter 8.



2.6 SUPPORT MODULES

Module TABLEN.FIL is a table of random normal numbers with mean of zero and standard
deviation of one. It is used to generate random data in programs CCDEMO, COMPSIM,
CONCHART, OCDEMO, OCPLOT, ONETEST, and PAVESAMP.

Module TABLEPD.FIL is a table that provides estimates of percent defectiye (PD) asa
function of the quality index (Q) and the sample size (N). It is used with programs COMPSIM,
OCDEMO, OCPLOT, and PAVESAMP.

Module FTABLE.EXE performs the function of a table of the F distributifn. It is usedbwith
program DATATEST to test the hypothesis that two sample variances (or standard deviations)
come from the same population.

Module TTABLE.EXE performs the function of a table of thefStudent 4 distribution. It is
used with program DATATEST to test the hypothesis that two samiple mefins coffie from the same
population.

Module STRENGTH.DAT is a data file of concrete compressive strength tests randomly
generated from a population with a mean of 5000 anfha,standard deviation of 300. The data set
represents 200 lots, each with 5 test values, identified by doBmumbers 1 through 200 and dates
beginning with 1/2/94 and ending with 10/26/94:This file is acegssed by program CCDEMO and
may also be accessed by program CONCHART ford@monstration purposes.

2.7  OBTAINING PRINTOUTS

Printouts of input meni§ and numerical Gutput may be obtained at any time by pressing the
<PrintScreen> key. Printofit§ of graphiedh displays may be obtained in the same manner provided
the system has graphies capability, a comimonly included feature with recent versions of DOS.
For graphical displays, a command similar to GRAPHICS [PRINTER TYPE] must be entered
from the DOS prampt before runnifig the programs. A DOS manual should be consulted to
obtain the appropriate syntax for the printer being used.



CHAPTER 3

PROGRAMS OCPLOT AND OCDEMO

3.1 OPERATING CHARACTERISTIC (OC) CURVES

One of the most important steps in the development of a statistical acceptance plah,is the
analysis of its operating characteristic (OC) curve. This is the only way to be cerfaifiithat the
acceptance procedure is capable of properly distinguishing between satisfactory and unsatigfactory
work. This enables the highway agency to develop fair and effective specifications that control the
risks at suitably low levels.

Even though the acceptance procedure or pay equation spells gt precisély the decision to be
made for any level of measured quality, there is always some degrée of up€ertainty in the quality
measurement itself. This occurs because only a small fractiopfof eagh\lét'is sampled and tested,
and the test procedures themselves are not perfectly repeatablg. The Q€ curve di constructed
properly, is capable of accounting for this uncertainty.

A conventional OC curve is shown in figure 3. 1. Probabibity 9facceptance is indicated on the
Y-axis for the range of quality levels indicated schématically on‘the X-axis. The contractor’s risk of
having good (AQL) work rejected and the agency’s Hishof accepting poor (RQL) work are both
illustrated in this figure.

Figure 3.2 presents an OC curve {01 a statistical Specification with an adjusted pay schedule.
Quality levels are indicated on the X-axiSiin the usual‘manner but, instead of probability of accep-
tance, the Y-axis gives the exfiected pay factor (i.e., the long-term average pay factor).

Although the risks haVe a slightly different interpretation in figure 3.2, essentially the same
type of information 8 provided. In this eéxample, AQL work receives an expected pay factor of 100
percent, as desiredyWwhile RQL Worka€ocives an expected pay factor of 70 percent. It can also be
seen in this figure thabitruly superior quality may receive an incentive pay factor up to a maximum
ofd OZpercent.

The opportunifipto earn at least some degree of incentive payment is necessary in order for a
statistical acefptance pro€edure to pay an average of 100 percent when the work is exactly at the
AQL. Duefo the inherent variability of any sampling and testing process, some samples will
underestimate the quality while others will overestimate it. Unless the acceptance procedure is
designed toallow pay incentives and pay reductions to balance out in a natural way, the average
pay factor will be biased downward at the AQL and acceptable work may be unfairly penalized.
The failure to award an average pay factor of 100 percent at the AQL, even by only one or two
percent, can result in many thousands of dollars of unwarranted pay reductions throughout the
course of a construction season. The importance of including an incentive provision is illustrated in
examples 3.3 and 3.4 in this chapter.
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3.2 METHODS OF DEVELOPING OC CURVES

In the case of pass/fail acceptance procedures, OC curves of the type shown in figure 3.1 can
be computed directly or constructed with the aid of specialized mathematical tables. For accep-
tance procedures with adjusted pay schedules, the construction of OC curves of the type shown in
figure 3.2 usually requires computer assistance. Program OCPLOT uses computer simulation to
develop both types of OC curve. The use of computer simulation to analyze statistical construction
specifications is discussed further in conjunction with program COMPSIM in chapter 5.

3.3 FEATURES OF PROGRAM OCPLOT

Program OCPLOT is designed to analyze the types of acceptance pracedures Ypically ssed in
the highway field. This includes pass/fail procedures, leading to the tfpe 0f O@curve SHBWH in
figure 3.1, and pay adjustment procedures, leading to the type of O curve shiowndn figure 3.2.

Figure 3.3 lists some of the options that may be selected @iom the Hrimary menu. The various
items appear on the screen one at a time in a logical sequence, aid later iBms#@re dependent upon
the responses to earlier ones. The versatility of the program is apparent from the many different
ways these selections might be combined.

When the selections from the first menu are complete, the menw will appear similar to that
shown in figure 3.4. The prompt “Press anygdes to contifiue” at the bottom of the display provides
a pause that gives the user the ogp@rtunit§ to use the <ESChkey to go back and change some
values or press the <PrintScreen> k€yhif @ record of the meriu selections is desired. Striking almost
any other key will cause the second meénuin figure 3.4 fo appear.

Because program OCPLOT uses compuiehsimulation to analyze whatever acceptance proce-
dure has been specified, it i§ Yery compugationally intensive and the execution speed is dependent
upon the level of precigion sélected from fhe second menu. Table 3.1 lists the number of replica-
tions performed for the differéntlevels of precision.

Table 3.1. Program OCPLOT precision levels.

PRECISION NUMBER OF
LEVEL REPLICATIONS
1 200
2 1000
3 5000

Selection 1 provides the fastest execution, which is useful for exploratory work but may not be
good enough to report as a final result. When this level is selected, 200 sample sets of the desired
size are randomly generated from a normal population for each of several known levels of quality.
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ACCEPTANCE METHOD

Pass/Fail....ocooiieiiii it TYPE OF PLAN
Pay Adjustment tributes
bles
QUALITY MEASURE

Percent Defective (PD)
Percent Within Limits (PWL)

LIMIT TYPE
Single-Sided
Double-Sided

PAY EQUATION TYPE
Linear/NONHNEAT ..cooovvviiiieeeee et ... Enter Values

MAXIMUM PAY FACTOR
S ittt ee et e e e e e erere e e e s Enter Values

ACCEPTABLE QUALI
Enter Value

REJECTABLE QUA
Enter Value

RQL PROVI
B Ol Enter RQL Pay Factor

.................................................................................... INITIAL TESTS
Combined
Discarded

Enter Value(s)

Figure 3.3. Selections available in program OCPLOT.
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First Menu:

ENTER THE FOLLOWING INFORMATION

ACCEPTANCE METHOD
Pay Adjustment

QUALITY MEASURE
Percent Defective

LIMIT TYPE
Double-Sided

PAY EQUATION
PF=102-.2PD

MAXIMUM PAY FACTOR
PF =102.0

Press ani key to continu

<ESC> = Back

ACCEPTABLE QUALITY LEVEL
PD=10

REJECTABLE QUALITY
PD =50

RQL PAY FACTOR
PD =70

RETEST P

L

<END> = Exit

High -- Slower Execution

SELECTION &

<ESC> = Back

<END> = Exit

Figure 3.4. First and second menus for program OCPLOT.
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Each sample set is evaluated in accordance with the acceptance plan specified in the primary
menu and the results are stored in memory for subsequent analysis. This is far more thorough and
many times faster than testing the acceptance procedure with a field trial. (A field trial would be
appropriate only if the procedure survives this initial check.)

Selection 2 from the second menu provides an intermediate level of precision for which 1000
sample sets are generated at each quality level. This level of precision is usually satisfactory to
report as a final result, producing points on the OC curve representing either prabability of accep-
tance or expected pay factor that are typically accurate to within one or two units. If §till better
precision is desired, selection 3 will cause 5000 sample sets to be generated at each guality level.
This level of precision tends to produce a very smooth line when the OC curve i plotted,

Once the precision level is selected from the second menu, the computational process bggins.
For either low or intermediate precision, program OCPLOT displays detailed inf@rmation at the
two key points at which risk levels are usually expressed—the AQLAnd the RQL—as shown in
figures 3.5 and 3.6. This serves two important purposes. For users léss familiar with statistical
estimation procedures and acceptance plans, the graphical display§ at thé AQL apd RQL are both
informative and educational. It may come as a surprise to sofie, foréxample, how widely distrib-
uted the quality estimates are, especially for small sample sizes.\For userSmmeie Tamiliar with
statistical acceptance procedures, these displays provide assurafice that the simulation process is
working properly. The actual displays on a color monitofase colorcoded to clearly distinguish
acceptable and rejectable test results and the corf@sponding pagafactors.

Although the AQL and the RQL are psobably thelest important points at which it is desirable
to know how the acceptance progedurewill perfosm, 1t usually is useful to have a plot of the entire
OC curve that provides a picture of the performangéover the complete range of quality that might
be encountered. The prompt at the bottom of the scréeny(not shown in figure 3.6) instructs the user
to strike any key to continue withpthis stépto obtain the display shown in figure 3.7. The X and Y
axes and the two previously ealculated pointsiat the AQL and the RQL appear on the screen imme-
diately. The remaining poifits appear onéat a tifne at a speed determined by the level of precision
that has been selectedsand the speed of the machine running the program. For a 386 machine with a
math coprocessor, this may tequire 1 or 2 minutes when low precision is selected and 3 or 4 min-
utes at intermedi&ie precision. With'a 486 or faster machine there is considerably less delay.

AfiBnall the points have been calculated and plotted, the user may strike any key to connect
the points withiasolid line, Following this, the next key stoke will add vertical and horizontal lines
highlighting theé perfimance of the acceptance plan at the AQL and RQL, as shown in figure 3.8.
And, like thé histograms in figures 3.5 and 3.6, any of these displays may be printed with the
<PrintSereen> key, provided the graphics capability is present.

Following this display, striking a key will produce the menu shown in figure 3.9. If the first
item in this menu is selected, the output shown in figure 3.10 is displayed. This permits the user to
print out the values of the data points shown in figure 3.7 from which the OC curve was con-
structed. The other selections in this menu make it possible to return to earlier points in the input
stage of the program or to exit.

14
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Figure 3.7. Points on OC Curve plotted by program OCPLOT.
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<END> = Exit

Figure 3.9. Third menu for program OCPLOT.
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3.4 DEMONSTRATION PROGRAM OCDEMO

Program OCDEMO is a demonstration version of program OCPLOT that runs continuously
with no input required from the user. All input selections are randomly generated within the pro-
gram itself with a short time delay between each step. The various output displays remain on the
screen for approximately 10 seconds before the next display appears. The random selections have
been programmed in such a way that they will occasionally trigger CAUTION or WARNING
messages, allowing the viewer to see many of the special features of program OCPLET. Program
OCDEMO will continue to run until it is stopped by pressing the <END> key.

3.5 EXAMPLES PAGE
Example 3.1 -- Pass/Fail Attributes Procedure ................c..c.... i . 21
Example 3.2 -- Pass/Fail Variables Procedure...............ccooo.. b do . 40 25
Example 3.3 -- Analysis of Pay Equation .................... @0 A 26
Example 3.4 -- Effect of Incentive Pay Provision .............lih ..ot 34
Example 3.5 -- Analysis of Stepped Pay Schedule (BINEAR CASE) ............... 37

Example 3.6 -- Analysis of Stepped Pay Schediile (NONLINEAR CASE)....... 41

Example 3.7 -- Specification Developm@mnt, Process Mu.....c.oocveveveoeeeeeereeeenen, 43

Example 3.1 -- Pass/Fail Attributes Procedure

Attributes acceptance proéedures are basedhen measures that are counted rather than com-
puted, such as the number of defects on apditer Of production or the number of test results falling
outside specification limits. Il ontrast, vaiables acceptance procedures are based on statistical
parameters that are cofiipuited, Sush as thednean and standard deviation, and lead to the estimation
of percent defectivelor Bercent withifilifnits.

Advantages of attribufes procedures are that they are simple to apply and they require no
assumphions abolipthe underlying distributional form of the population being sampled. For ex-
ample, @ typical aftfibutes,procedure might require that a sample of size N = 10 be taken and that
no morethan @72 test résults may be outside the specification limits, where “C” is referred to as
the acceptanéenumber. A disadvantage is that they require larger sample sizes to achieve the
equivalent diScriminating power of a variables procedure. Variables procedures, because of their
inherently gigater efficiency, are generally preferred whenever the requirement for a normally
distributed popitlation is reasonably satisfied.

- Although the vast majority of highway construction measures tend to be normally distributed,
there are some that are not. A physical constraint close to the desired target value often produces
non-normality. For example, depth of cover over the top mat of reinforcing steel in a bridge deck
may tend to be skewed because it is physically impossible (provided the steel is embedded) for the
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cover to be less than zero but there is less of a restriction on how deep the mat might be. Similarly, if
the target level for percent air voids in bituminous pavement is fairly low, the physical limit of zero
may tend to skew this distribution toward larger values. Another condition that can produce non-
normality is the combining in the same lot of two distinctly different populations. As a general rule, a
consclous effort should be made to avoid this condition when applying a statistical specification.

Because situations do arise in highway construction that warrant their use, program OCPLOT
provides the capability of analyzing attributes acceptance procedures. Althought Would be possible
to develop a pay schedule based on an attributes procedure, their use has been limitedalmost exclu-
sively to pass/fail applications. The following is presented as a generic example ofueh Ayprocedure.

It is assumed for this example that the statistical quality measure is the peféent defective (BD),
the percentage of the lot falling outside specification limits. The acceptable quality level (AQL yand
the rejectable quality level (RQL) are defined as PD = 10 and PD = 5Qgi@8pectivelyit is defired to
develop an acceptance procedure that will balance the risks at 0.0541i other words, 11 the ¢ontractor
provides work that is exactly at the AQL, there is to be a 0.05 chanee thatdf will gfroneously be
rejected and, at the other extreme, if the work is truly at the ROL, theéredsto be a 0,05 chance that it
will erroneously be accepted.

An acceptance plan is required, stated gihterms @fithe samplésize (N) and the acceptance number
(C), that will produce the desired risks. In order for bothiziSks to16,0.05, an OC curve is wanted that
indicates probabilities of acceptance at the AQLand the RQEWGEF 0,95 and P 0.05, respectively.
Because both N and C must be integer values, the Tésultant risk levels vary in discrete steps, and it
usually is not possible to obtaimexactlyhie désired risk walues. To find a plan that matches the desired
risk levels as closely as possible, Ihis figCessary loexaming several plans.

This can easily be accomplishedWith program QCPLOT by selecting “Pass/Fail” and “At-
tributes” from the opening ni€nu, followediby other appropriate selections and ending with a trial
combination of N and C. Jt 1s usually advantageous to make the first few runs at low precision (se-
lected from the second menu) in orderf@specd up the trial-and-error process.

Figure 3.1 Lghows the completeddnenu for the mitial try with N = 10 and C = 2 and figure 3.12
shows the resulting acceptance probabilities obtained at high precision. It can be seen in figure 3.12
th@ithe probability @f acceptance of 0.057 at the RQL is close to the desired value while the prob-
ability ofasceptance of 1929 at the AQL is too low.

The reglilts of §everal attempts are presented in table 3.2. The values in this table were all
obtained@t high precision and here it can be seen that the plan having N = 13 and C = 3 comes
the clgsest to meeting the desired acceptance probabilities of P > 0.95 and P < 0.05 at the
AQL and\RQL, respectively. This is a trial-and-crror process but, with a little experience, it
usually 1§ possible to find a suitable plan relatively quickly.
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ENTER THE FOLLOWING INFORMATION

ACCEPTANCE METHOD
Pass/Fail

TYPE OF PROCEDURE
Attributes

QUALITY MEASURE
Percent Defective

LIMIT TYPE
Single-Sided

ACCEPTABLE QUALI
PD =10

REJECTAB

<ESC> = Back <END> = Exit

Figure 3.11. Completed menu for analysis of pass/fail
attributes acceptance plan with N = 10 and C = 2.
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Table 3.2. Performance of attributes acceptance plans.

PERCENT PROBABILITY OF ACCEPTANCE
DEFECTIVE N=10 N=12 N=13 N =14
(PD) C=2 C=3 C=3 Cc=3
0 1.000 1.000 1.000 1.000
10 (AQL) 0.929 0.975 0.966 0.960
20 0.681 0.810 0.744 0.698
30 0.383 0.491 0.430 0350
40 0.166 0.226 0.170 0.130
50 (RQL) 0.057 0.079 0849 0.008
60 0.013 0.014 0.009 0.011

The attributes acceptance plan meeting the requirements of this example requires that a total of
N = 13 samples be taken from random locationg within each lot andithat, after the appropriate tests
have been performed, no more than C = 3 of the fest résult@ishall be dutside specification limits.
The use of such a plan ensures that truly AQL worl{Will be aceepied about 95 percent of the time
and truly RQL work will be accepted only about 5 pereent of the time.

Example 3.2 -- Pass/Fail Variables Procedure

As discussed in example 348 Vagidbles prosedures are based on the assumption that the popu-
lation being sampled is at leagt approximately nofmally distributed. They involve the computation
of statistical parameters, such as the mean‘and standard deviation, in order to estimate percent
defective or percent within limits, Provided the normality assumption is sufficiently well satisfied,
variables procedureggan provide g8sentially the same discriminating power as equivalent attributes
plans but with a substantially smaller'sample size.

T ilustrate this last staf@ment, a variables procedure will be sought that will have essentially
the samg discriminating power (OC curve) as the attributes procedure developed in example 3.1.
Like the'previoud example, $his involves a trial-and-error process with which program OCPLOT
can be exttémély helpful. For this example, the selections “Pass/Fail” and “Variables” are made
from the opening menu, followed by other appropriate selections and ending with trial values for
the sample si28 and acceptance limit.

This trial-ind-error process proceeds more quickly if a low level of precision is selected for the
initial attempts. When it appears that the appropriate combination of sample size and acceptance
limit have been found, this should be checked at intermediate precision. Further minor adjustments
may then be necessary before confirming the result at high precision.
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Figure 3.13 shows the completed menu for the variables acceptance plan that was ultimately
seiected. The actual numerical values on the OC curve are shown in figure 3.14 where it can be
seen that the performance of this plan very closely matches that of the attributes plan in ex-
ample 3.1 (table 3.2, N = 13, C = 3). The dramatic difference is that this has been accomplished
with a sample size of N = §, whereas the attributes plan required a sample size of N = 13. In this
case, which assumes that the normality assumption is satisfied, the use of a variables plan results
in a direct savings in sampling and testing costs of nearly 40 percent.

Example 3.3 -- Analysis of Pay Equation

Although the pass/fail acceptance procedures discussed in examples 3.1 /and 3.2 arcuseful for
many highway construction applications, the use of acceptance procedures with adjusted pay
schedules is of generally greater interest. The proper design of such plans is crifieal to their perfor-
mance and poorly conceived plans may be either totally ineffective@rimprastically Sewére. Neither
problem may be apparent, however, until the plan has been analy#ed by ca@nstructing the OC curve.

A pay schedule proposed for use by an owner is givendy equation 3.1. The AQL was defined

as PWL, . = 90 and, since there was no incentive pay provision, the Maximiim pay factor was

limited to 100 percent.

PR =PWL, & BWL_ . (3.1)
in which
PR k- payteduction (percent)
PWL 0 = specified PWL at the AQL
PWL .\ = PWL computed from test values

To transfonfh this equatiominted form that can be handled by program OCPLOT, it is neces-
sary to express it ithterms of the pay factor rather than the pay reduction. By substituting
PWin, . = 90 and M€ = 100 - PF into equation 3.1, equation 3.2 is obtained, subject to the restric-
tion that PEy 100.

PF =10 +PWL_ . (3.2)
in'which
PF = pay factor (percent)
PWL oup = PWL computed from test values
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ENTER THE FOLLOWING INFORMATION

ACCEPTANCE METHOD
Pass/Fail

TYPE OF PROCEDURE
Variables

QUALITY MEASURE
Percent Defective

LIMIT TYPE
Single-Sided

ACCEPTABLE QUALI EV,
PD =10

Pre key to continue

<ESC> = Back <END> = Exit

Figure 3.13. Completed menu for pass/fail variables acceptance plan.
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Figure 3.14. Numerical values of points on OC curve for pass/fail variables acceptance plan.
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To judge the effectiveness of this pay equation, the OC curve will be developed for a typical
sample size of N = 5. The completed input menu is shown in figure 3.15. Following this, an inter-
mediate level of precision was selected from the second menu in order to obtain the display at the
AQL shown in figure 3.16. Finally, the program was run at high precision which produced the
displays shown in figures 3.17 and 3.18.

It can be seen in figure 3.16 that there is a serious problem with this acceptancg procedure. A
contractor who performs consistently at the AQL will receive an average pay reduction bf nearly
5 percent. To emphasize the impact this would have on the construction industry, this meafs that
a contractor responsible for $10 million worth of work under this specification overfthe course.of
a construction season would be penalized approximately $500,000 for successfully providing the
level of quality that was explicitly defined as acceptable in the contract documents.

This example illustrates the situation discussed at the beginning of this chapter, whereby the
failure to include an incentive pay provision with this type of specification préventsghie accep-
tance procedure from paying an average of 100 percent when theswork 1§ efactly at the AQL. The
reason for this can be seen with the help of figure 3.16. The uppér histogram in thié figure repre-
sents the distribution of 1000 PWL estimates, each obtained by raudomly sampling a population
that is exactly of AQL quality. These sample estifhates rafige from a low of about 49 percent to a
high of 100 percent because of the inherent variability of the §8mpling process. However, the
long-term average of these estimates will always be'@xlzemely close o the true value (the AQL in
this case) because the PD/PWL estimation process is ai ubiased statistical estimation proce-
dure. The problem arises because the pay scli€dulédoes not permit this unbiased property to
extend to the distribution of pay factors, Bfeause thers,is no iieentive pay provision, all PWL
estimates that are greater than the true WL of 90 receive, the maximum pay factor of 100 percent
while all those below the true value receivé Same degree of pay reduction. Since approximately
half the lots will receive pay reduétionsand thewether half will receive 100 percent payment, the
net result is that the average pa¥ factor for AQLWaork will be substantially lower than 100 per-
cent.

This situation is glearly misiéading anfl Unfair, yet it exists in many current quality assurance
specifications. It is not difficult to correet, however, as will be demonstrated in the next example.
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ENTER THE FOLLOWING I

ACCEPTANCE METHOD ] ALITY LEVEL
Pay Adjustment

QUALITY MEASURE
Percent Within Limits

LIMIT TYPE QL PROVISION
Single-Sided None

PAY EQUATION RETEST PROVISION
PF =10+ None

MAXIMUM PAY FACTOR SAMPLE SIZE

PF =10 5

ess any key to continue

<END> = Exit

Figure 3.15. Completed menu for analysis of pay equation.
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Example 3.4 -- Effect of Incentive Pay Provision

The problem described in the preceding example, in which truly AQL work receives a substan-
tial pay reduction, is extremely easy to correct. All that is required is the inclusion of an incentive
pay provision as part of the acceptance procedure. In equation 3.2, this would mean removing the
restriction that the maximum pay factor cannot exceed 100 percent.

Ordinarily, the maximum pay factor and the slope of the pay equation shaqgild be consistent
with established (or estimated) performance relationships and the anticipated ec@fi@mic conse-
quences of any departures from the specified AQL. To be consistent with this examipléya maximum
incentive pay factor of 110 percent will have to be used. In actual practice, hoever, mosiagencies
have used incentive pay provisions of 105 percent or less.

To confirm that this will solve the problem, program OCPLOT was.tun artadditional fiime with
the identical input used for example 3.3 except that when the prompF*MAXEM UM PAYFAC-
TOR?” appeared, selection 2 was chosen, indicating that no upper limit isgslacedqon the pay equa-
tion. The program then automatically computed and displayed thé maxifium pay factor of
PF = 110.0, as shown in the completed menu in figure 3.19. The performance At the AQL is dis-
played in figure 3.20, where it is seen that the expected pay $agtor is@liest@xactly 100 percent, as
desired.
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ENTER THE FOLLOWING INFORMATION

ACCEPTANCE METHOD ACCEPTABLE QUAL

Pay Adjustment PWL =900

QUALITY MEASURE ‘ REJECTABLE QUAL

Percent Within Limits

LIMIT TYPE
Single-Sided

PAY EQUATION
PF=10+1PWL

MAXIMUM PAY FACTOR ‘
PF=110.0

Press any k

<ESC> = Back

<END> = Exit

Figure 3.19. Completed menu for analysis of acceptance
procedure with incentive pay provision.
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Example 3.5 -- Analysis of Stepped Pay Schedule (LINEAR CASE)

Although designed specifically to analyze pay equations, program OCPLOT can often be used
to obtain a reasonably accurate OC curve for a stepped pay schedule. To do this, it is first necessary
to find a pay equation that approximates the stepped pay schedule. This can be accomplished by
plotting the stepped pay schedule and then fitting an approximate pay equation. A suitable linear
pay equation can often be fitted by eye. When obtained in this manner, the slope of the equation is
computed by selecting two points on the line and dividing the spread on the Y-aXighy the spread on
the X-axis. The constant term of the equation is simply the Y intercept.

Table 3.3 presents a stepped pay schedule typical of many that have been uéed for highway
construction. This particular schedule, based on PD as the quality measure, awards an incentive

pay factor of 102 percent when PD < 5 and pays a minimum of 70 percent when BD > 40.

Table 3.3. Stepped pay schedule for Examgle 3.5.

PERCENT PAYAEACTOR
DEFECTIVE (PD) (Percent)
<5.00 192
5.01-9.99 100
10.08.- 19.99 95
20.00 -39.99 85
=000 70

The pay schedule in table 3.3 is plotted in figure 3.21 and a straight line has been drawn
through the steps in guch a wagthat the ar€as above and below the line are approximately equal.
Two points on thiglhine are (PDEE 0PI =102) and (PD = 40, PF = 81) and the slope is computed
to be (81 - 102)/(40%0),= -0.53. The constant term is the Y-intercept of 102, and the complete pay
equdtiomyis given by equation 3.3. The pay factor is set to the minimum value of PF = 70 percent
wheneverthepercent defoetive estimate exceeds PD = 40, the same as with the stepped pay sched-
ule.

PF =102 - 0.53 PD (3.3)

Figure'3.22 shows the menu selections in program OCPLOT to obtain the OC curve for this
pay equationiand figure 3.23 gives the numerical values on the OC curve. In order to determine the
accuracy of this approach, a separate computer program (not provided on the Demonstration
Project 89 diskette) was written that directly evaluated the stepped pay schedule in table 3.3 at the
same sample size of N = 5. The results of these two methods are presented in table 3.4, where it
can be seen that there is extremely close agreement. '
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Figure 3.21. Stepped pay schedule and equivalent pay equation.



ENTER THE FOLLOWING INFORMAT

ACCEPTANCE METHOD
Pay Adjustment

QUALITY MEASURE
Percent Defective ‘

LIMIT TYPE
Single-Sided

PAY EQUATION
PF=102-.53P

MAXIMUM PAY FACTOR
PF =102

ALTEY LEVEL

Y LEVEL

TEST PROVISION
None

AMPLE SIZE
5

to continue

<ESC>=B <END> = Exit

Figure 3.22. Completed menu to evaluate equivalent pay equation.

39
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Figure 3.23. Numerical values of points on OC curve for equivalent pay equation.
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Table 3.4 Comparison of OC curves obtained by two methods.

EXPECTED PAY FACTOR (PERCENT)

PERCENT PAY SCHEDULE APPROXIMATION WITH
DEFECTIVE (PD) PROGRAM PROGRAM OCRLOT

10 96.6 96.5

20 90.7 90.7

30 84.5 84.7

40 79.3 79.0

50 74.9 74.7

60 72.1 729

There are two conclusions that can be drawn from thig examplé One is that a reason-
ably accurate OC curve can be obtained by fitting a pay eguation by eye ta 8 stepped pay
schedule and analyzing it with program OCPLOT. The otheris that§tépped pay schedules
and pay equations can produce essentiallyfthe sam@eyresult over an extended period of time.
Pay equations, however, have an inherent advantagein that they tend to avoid potential
disputes over measurement precision and roufid=eff rules thaliéan occur when a quality
estimate falls close to a boundary in a stepped pay schedule.

Example 3.6 -- Analysis of Stepped Pay Schedule (NONLINEAR CASE)

Example 3.3 presentedd pay schedule that might at first glance have appeared to be
suitable but which was foygnd to be unduly harsh, paying well below 100 percent for work
that was truly satisfactory, Bxample 3.6 illustrates the opposite case. In both cases, it is
important to recognize thatithe true performance of the acceptance procedures becomes
apparent only whéh'the OC cutvésmafe constructed.

Example 3.5 demonstrated that a reasonably accurate OC curve can be obtained by
approximatingthe stepped pay schedule with a linear pay equation. Example 3.6 illustrates a
case 108 which a noflincar €quation is required.

Progrdimn OCPLOT provides the capability to analyze two types of nonlinear pay equa-

tion, given by equations 3.4 and 3.5, in which the symbol ”*” indicates that the term that
follows 1s'am exponent.

PF=A-B*PD"C (3.4)

PF=A+B*PWLA"C (3.5)
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in which

PF = pay factor (percent)

PD = percent defective

PWL = percent within limits

A, B, C = constant terms in the equation

Although pay schedules with large steps can cause administrative problepi§as notédhat the
end of the previous example, a pay schedule with many small steps will perfofin nearly the same
as a pay equation. One such pay schedule that had been proposed is presented in table 3.5 (Shown
here only for the single sample size of N = 5). It was based on PWlgdefindd the AQLas
PWL = 95, and allowed incentive pay factors up to a maximum ofd 05 pcreent.

Table 3.5. Stepped pay schedule for Example 3.6.

PERCENT PERCENT
WITHIN PAY FACTOR WITHIN PAY FACTOR
LIMITS (PWL) (PERCENT) LIVITS (PWL) (PERCENT)
100 105 59 89

92 104 57 88

87 103 56 87

83 102 55 86

80 101 53 85

78 100 52 84

75 99 51 83

72 98 50 82

71 97 48 81

69 96 47 80

68 95 46 79

66 94 45 78

65 93 43 77

63 92 42 76

62 91 41 75

60 90

When plotted against decreasing PWL, the pay factors in Table 3.5 curve downward in an
approximately parabolic shape. This suggests that one of the nonlinear pay equation forms in
program OCPLOT will be appropriate. By experimenting with the two equation forms, it quickly
becomes apparent that the curve will be easier to fit if it is based on PD rather than PWL. There-
fore, the curve will be of the form given by equation 3.4.
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An advantage of this form of the equation is that it can be determined by inspection that
A = 105, the maximum pay factor, since this is the Y-intercept of the equation. By taking logs of
both sides of equation 3.4, equation 3.6 is obtained.

In (105-PF)=1nB +C In PD (3.6)

The points (PD = 80, PF = 101) and (PD = 50, PF = 82) obtained from table 34 are used with
equation 3.6 to develop two simultaneous equations in two unknowns. These are themsolved to
give B=10.0131 and C = 1.91, and the resulting equivalent pay schedule is given by cquaition 3.7.
Table 3.6 demonstrates that this equation provides a very close approximation of th@Stepped pay
schedule in table 3.5.

PF = 105-0.0131 PD " 1.91 (3.7

The next step is to run program OCPLOT with this pay equation to obtaili the®C curve. The
completed input menu is shown in figure 3.24. The RQL is entered ag BDE 57 instead of PD = 60
because the fitted pay equation drops to the minimum pay factor of PE = 75 (actudlly 75.4) at
PD =57.

The resulting OC curve is shown in figure 3.25 wheré@problemiis immediately apparent. It
can be seen from this figure that the expected pay fa€tor at the AQIS well above 100 percent.
Other displays, not shown in this example, indicate that'it is about 104 percent.

This is a significant finding. [tiSwunlikely that@hy ageneyvould want to use an acceptance
plan that provides this degree of overpagent at the AQL and, as the result of a more accurate
analysis performed earlier, this acceptanee procedure wag'substantially revised. This illustrates in a
dramatic way the value of constauiifig the QG curve as part of the specification development
process so that problems of thi§ nature can be'd€tected and corrected prior to implementation.

Example 3.7 -- Specification Development Process

‘ThiSiexample outlings the steps of the specification development process that will enable the
user of prograt@CPLOT 1Q develop a statistical acceptance procedure with a pay schedule suit-
able for any spectiic application.

Step I ( Select the quality measure that is to be used. This should be a measure known to
be related 10 performance—such as compressive strength of portland cement concrete, air
voids contelit or density of bituminous concrete, or thickness of pavement—and for which
well establisiigd and reliable test methods are known to exist. For this example, no selection is
made so that the resulting acceptance procedure and pay equation may be regarded as a ge-
neric SQA specification.



Table 3.6. Comparison of stepped pay schedule and equivalent nonlinear pay equation.

STEPPED PAY SCHEDULE EQUIVALENT PAY EQUATION:
PWL PD PF PF=105-0.0131 PD " 1.91
100 0 105 105.0

92 8 104 104.3
87 13 103 103.2
83 17 102 102.1
80 20 101 101.0
78 22 100
75 25 99
72 28 98
71 29 97

69 31 96
68 32 95
66 34 94
65 35 93 .
63 37 92

62 38 9 ' .
60 40 90.0
59 41 89.2
57 4 87.7
56 87 87.0
55 86.2
53 84.5
52 48 4 83.7
51 49 &3 82.8
50 0 82 8§2.0
81 81.1

53 80 79.3
54 79 78.3
55 78 77.4
57 7 75.4
58 76 74.4
41 59 75 73.4
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ENTER THE FOLLOWING INFORMATION

ACCEPTANCE METHOD ACCEPT.
Pay Adjustment

QUALITY MEASURE
Percent Defective

LIMIT TYPE
Single-Sided ‘

PAY EQUATION
PF =105-.0131 PD~ 1.91

MAXIMUM PAY FA R MPLE SIZE
PF =105.0 5

ntinue

<ESC> = Back <END> = Exit

Figure 3.24. Completed menu for analysis of equivalent nonlinear pay equation.
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Figure 3.25. OC curve produced by nonlinear pay equation.
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Step 2. Select the statistical measure of quality to be used. In recent years, there has been
a tendency to use either percent defective (PD) or percent within limits (PWL) because these
measures simultaneously control both the average level and the variability of the work in a
statistically efficient way. The two measures are exactly equivalent, it is strictly a matter of
preference which one is used, and program OCPLOT has been written to accommodate either
approach. Pay equations based on both measures will be developed for this example.

Step 3. In order to communicate to the contractor exactly what is requirddhit is necessary
to define the acceptable quality level (AQL), that level of quality that will be regarded as com-
pletely acceptable. For this example, it is assumed that the highway agency has data showing that
as much as 10 percent of the work may be outside specification limits without #ie occurtehce of
noticeable performance problems and that it is desired to develop a specificatibn that will cofs
tinue to accept this level of quality. Therefore, the AQL will be defined as PD = 10 percent
defective. When the pay equation is developed and the OC curve is cheaked in SEMO, it will be
required that AQL quality receive an average pay factor of 100 percdht.

Step 4. To protect against seriously defective work, a rejectable duality level (RQL) must
also be defined. This provides a decision point at which the Righway agency regerves the option
to require removal and replacement, corrective action, or the agsignment Bf@finimum pay factor
for the lot. As a general rule, RQL values must be set,at sufficicntly low levels of quality that
such drastic action is truly warranted and defensible. Fofithis example, it is assumed that the
specification is being written for some pavement(@haracteristicdithat does not pose a major safety
hazard and that the highway agency has data showin@that a significant shortening of service life
occurs when 75 percent or more of the woulsis, outsid€ Specification limits. Consequently, the
decision is made to define the RIOE as PID'= 75 percent defective.

Step 5. The justification for withholding payment for deficient quality should be based on
the anticipated future costs asseeiated withhireduced performance or loss of service life resulting
from the quality deficiency. dfirough variou§ performance relationships available to pavement
designers, it is possible to f8fimate the laks in'§etvice life resulting from substandard quality.
This can be combinedawitlilife-cycle c@st analysis techniques to estimate an approximate
present-worth cost aSsociated With specific levels of deficient quality. For this example, it is
assumed that the €hoftening of SGIViEE life at the RQL discussed in step 4 corresponds to a loss of
40 percent of the in-plage cost of the item of construction. This justifies an average pay level
of 0 péreent whenever the highway agency waives the option to require removal and replace-
menf of RQE Woark. Whert fhig pay schedule is developed and the OC curve is constructed in
step 9.t will be required that RQL quality receive an average pay factor of approximately 60
percent.

Step 6., It must be decided if an incentive pay provision is to be included and, if so, of
what magnifude. The withholding of payment to cover the added costs of deficient quality,
discussed i step S, implies that there also would be monetary benefits associated with increased
quality. Furthermore, it was demonstrated in examples 3.3 and 3.4 that some degree of incentive
pay provision is necessary in order for the pay equation to fairly pay an average of 100 percent at
the AQL. For this example, it is assumed that the highway agency has concluded that superior
work of greater than AQL quality leads to enhanced performance and extended service life, that

47



there are no other modes of failure that would negate these benefits, and that the appropriate
maximum incentive pay factor is 105 percent for work that is estimated to be zero percent
defective.

Step 7. At some point in the development of a statistical specification, it is necessary to
define lot size. This is dictated primarily by practicality and convenience except that, for vari-
ables acceptance procedures, care must be exercised in combining work produced at different
times or under different conditions because this might violate the assumption af a normally
distributed population. Although the definition of lot size has no direct effect on théyanalysis of
the acceptance procedure, it does have an indirect effect. If the number of random samiples that
can practically be taken from a single lot do not produce a sufficiently discrimifiating O curve
in step 9, then a feasible solution is to increase the lot size in order to provide a larger sample
size.

Step 8. A decision must be made regarding the inclusion of @ rcicst pravision and. i1 there
is one, how the retest values are to be treated. A retest might be meluded &) 1o confirm that an
RQL indication is correct before requiring removal and replacem@nt ogf@ssigniig a minimum pay
factor, (b) to produce a more desirable OC curve that propéely balanees the risk§ between the
highway agency and the contractor, (c) to make more efficientuse offlifhited sampling and
testing resources by permitting acceptance an the basis of relafikely few tests when quality is
running at consistently high levels, or (d) toiguard agaifist.a bréakdown in any of the steps of the
sampling and testing process. If a retest provisi@hyis to beughy it must be described explicitly in
the contract documents, including whether or not'fhe retest result&’are to be combined with the
initial test results or used by themselvesdammake the fihal determination of acceptance. For this
example, it is assumed that th€ Bighwdy ageneyhhas elégied not to include a retest provision.

Step 9.  The next step is perhaps,the most criligal in the specification development pro-
cess: the analysis of the acceptamece procedure to confirm that it will perform effectively and
fairly. Trial values for thefay equation cogfficients, the RQL pay factor, and the sample size are
entered in the primary ménu of progrash OCPLOT to see if these choices produce a suitable OC
curve. The suitabiliggof the,OC curve Will be judged on the basis of the decisions made in
steps 3 through 6 which ar€ Sammarizéd in table 3.7.

Tible 3.7. Desired OC curve values for Example 3.7.

DESIRED AVERAGE
PERCENT PAY FACTOR
DEFECTIVE (PD) (PERCENT)
0 105
10 100
75 60

For the vast majority of cases, a linear pay equation will be found to be sufficient. For PD as
the statistical quality measure, program OCPLOT uses the form presented in equation 3.8.
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PF=A-B*PD (3.8)

in which
PF = pay factor (percent)
PD = percent defective
A, B = equation coefficients

An advantage of selecting PD rather than PWL as the quality measure updii which todevelop
the pay equation is that this allows coefficient A to simply be set equal to 105} the maximum
incentive pay factor. Then, since it is desired for the pay equation to produce ani@verage pay factor
of 100 percent when the quality level is truly at the AQL of PD = 10 a4 logical first choice for
coefficient B can be obtained by substituting these values into equdtion 3.8 and solving for B. This
produces A = 105 and B = 0.5, and the trial pay equation to be evaluatedfith pogram OCPLOT is
given by equation 3.9.

PF =105,-0.5PD (3.9)

Equation 3.10 is the equivalent pay equatiod fhterms of PWAL a5 the quality measure. This is
obtained by substituting PD = 100 - PWL into equatibn 3.9.

PEF =55 + 0.5 PWL (3.10)

Next, a trial value for the RQL payfabtor must be selected which represents the minimum pay
factor to be assigned wheneyér ROL workighallowed to remain in place. Because the desired
average pay factor at the ROL is 60 percant, it thight be thought that this is the appropriate value to
enter in the menu. Howevel, if the acceplahce procedure were written so that a pay factor of 60
percent was assigned Whencyers RQL workl was detected, a truly RQL condition would cause this to
happen only abougthalf the time Beeaude about half of the quality estimates will overestimate the
true quality level Whiléthe other half will underestimate it. As a result, about half the pay factors
wouldibe oreater than §0percent and the average pay factor would be substantially larger than 60
percent. (Lhisyis, similar tg the situation at the AQL demonstrated in example 3.3 for which the
average pay factor Was less than the desired value of 100 percent.) Consequently, a somewhat
lower Walue malist be ¢hosén as the RQL pay factor. For this trial run, a value of PF = 50 will be
used.

Finallyia trial sample size must be selected. A typical value of N = 5 will be used and the
completed menu is shown in figure 3.26.

Figures 3.27 and 3.28 show the histograms of the quality estimates and the pay factors at the

AQL and the RQL, obtained at intermediate precision with 1000 randomly generated lots at each
quality level. It can be seen in these figures that, for all practical purposes, the desired results at
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ENTER THE FOLLOWING INFORMATION

ACCEPTANCE METHOD
Pay Adjustment

QUALITY MEASURE
Percent Defective

LIMIT TYPE
Single-Sided ‘

PAY EQUATION
PF =105-.5PD

MAXIMUM PAY FA
PF =105.0

PLE SIZE
5

ss any ke ontinue

<END> = Exit

<ESC> = Back

Figure 3.26. Completed menu for specification development process in Example 3.7.
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Figure 3.27. Performance at AQL of acceptance procedure developed in Example 3.7.
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Figure 3.28. Performance at RQL of acceptance procedure
developed in Example 3.7.
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the AQL and the RQL listed in table 3.7 have been achieved. If these results had not been satisfac-

tory, it would have been necessary to rerun program OCPLOT with different input values until a
suitable OC curve was obtained.

As a final check, the program was run again at high precision, producing the results shown in
figures 3.29 and 3.30. Figure 3.29 is a plot of the OC curve and figure 3.30 gives the numerical
values on the curve. The values in figure 3.30 are in close agreement with the comparable values
obtained at intermediate precision in figures 3.27 and 3.28 and confirm that a suftable acceptance
procedure has been selected.

Step 10. The final step is to spell out precisely how the acceptance procedfire is to be ap-
plied. For this example, each lot would be evaluated as follows:

= Take N = 5 samples at random locations.
* Perform the appropriate tests and record the results.
« Compute the mean (X) and standard deviation (S) of thestest Tesulds,

* Compute the quality index (Q) for the lower limit (L), the upper lithit(H). or both
lower and upper limits, as appropriate.

LOWER LIMM® Oh= (X <) /S (3.11)

UPPER LIMIT: Q = (UBX) /S (3.12)

* Determine the estimatgd percent deféctive (PD) or percent within limits (PWL) for the
appropriate limit or limifSusing tables such as those shown in figures 3.31 and 3.32. An
extensive set@f fables for alWille ¥ange of sample sizes is provided in the appendix.

«Check the RQL proxision. If PD > 75 (or PWL < 25), the highway agency reserves the
optionierequire remioval and replacement, corrective action, or the assignment of the
minimurn paysfactor of 50 percent.

* Iiithe loft passes the'RQL check, substitute the PD estimate into equation 3.9 (or the
PWIL éstimate into equation 3.10) to obtain the pay factor. The equations are repeated
here for convenience.

PF=105-0.5PD (3.9)

PF=55+05PWL (3.10)
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Figure 3.29. OC curve for acceptance procedure developed in Example 3.7.
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Figure 3.30. Numerical values of points on OC curve for acceptance

procedure developed in Example 3.7.
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PERCENT DEFECTIVE ESTIMATION TABLE

VARIABILITY-UNKNOWN PROCEDURE SAMPLE STANDARD DEVIATION METHOD
SIZE
5
Q 0.00 0.01 0.02 0.03 0.04 0.05 0.06 0.07 0.08 0.09

0.0 50.00 49.64 49.29 48.93 48.58 48.22 47.87 47.51 47.15 46.80
0.1 46.44 46.09 45.73 45.38 45.02 44.67 4431 43.96 43.61 4899
0.2 42.90 42.54 42.19 41.84 41.48 41.13 40.78 40.43 40,08 39572
03 39.37 39.02 38.67 38.32 37.97 37.62 37.28 3693 3688 36.23
04 35.88 35.54 35.19 34.85 34.50 34.16 33.81 33 47 33.13 32.78

0.5 32.44 32.10 31.76 31.42 31.08 30.74 30.40 30.06 29.73 29.39
0.6 29.05 28.72 28.39 28.05 27.72 27.39 27.06 26.73 26.40 26.07
0.7 25.74 25.41 25.09 24.76 24.44 24.11 23.79 23.47 23.15 22.83
0.8 22.51 22.19 21.87 21.56 21.24 20.93 20062 20.31 20.00 19.69
0.9 19.38 19.07 18.77 18.46 18.16 17.86 1955 17.26 16.96 16.66

1.0 16.36 16.07 15.78 15.48 15.19 14.91 14.62 14.33 14.05 13.76
1.1 13.48 13.20 12.93 12.65 12.37 12.10 11.83 11.56 11.29 11.02

1.2 10.76 10.50 10.23 9.97 N72 946 9.21 8.96 8.71 8.46
1.3 8.21 7.97 7.73 749 7.25 792 6.79 6.56 6.33 6.10
1.4 5.88 5.66 5.44 5023 5.02 4.81 4.60 4.39 4.19 3.99
1.5 3.80 3.61 3.42 323 3.05 2.87 2.69 2.52 2.35 2.19
1.6 2.03 1.87 1572 1.57 1.42 1.28 1.15 1.02 0.8% 0.77
1.7 0.66 0.55 0.45 0.36 07 0.19 0.12 0.06 0.02 0.00

VALUES IN BODY OF TABLE ARE ESTIMATES OF PERCENT DEFECTIVE CORRESPONDING TO SPECIFIC
VALUES OF Q ={AVER AGE - LOWERIIMIT) / (STANDARD DEVIATION) OR Q = (UPPER LIMIT - AVERAGE)/
(STANDARD DEVIATION). FOR NEGATIVE Q VALUES, THE TABLE VALUES MUST BE SUBTRACTED
FRONRL00.

Figure 3.31. Table for estimation of percent defective (PD) for sample size of N = 5.
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PERCENT WITHIN LIMITS ESTIMATION TABLE

VARIABILITY-UNKNOWN PROCEDURE SAMPLE STANDARD DEVIATION METHOD
SIZE
5
Q 0.00 0.01 0.02 0.03 0.04 0.05 0.06 0.07 0.08 0.09

0.0 50.00 50.36 50.71 51.07 51.42 51.78 52.13 52.49 52.85 53%20
0.1 53.56 53.91 54.27 54.62 54.98 55.33 55.69 56.04 56.39 56475
0.2 57.10 57.46 57.81 58.16 58.52 58.87 59.22 59.57 59.92 60.28
0.3 60.63 60.98 61.33 61.68 62.03 62.38 62.72 63.07 63.42 63.77
0.4 64.12 64.46 64.81 65.15 65.50 65.84 66.19 66.58 66.87 67.22

0.5 67.56 67.90 68.24 68.58 68.92 69.26 69.60 69.94 70.27 70.61
0.6 70.95 71.28 71.61 71.95 72.28 72.61 12,94 718,27 73.60 73.93
0.7 74.26 74.59 74.91 75.24 75.56 75.89 21 76853 76.85 77.17
0.8 77.49 77.81 78.13 78.44 T&T6 79.07 7938 79.69 80.00 80.31
0.9 80.62 80.93 81.23 81.54 81.84 s24 82.45 82.74 83.04 83.34

1.0 83.64 83.93 84.22 84.52 84.81 85.09 85.38 85.67 85.95 86.24
1.1 86.52 86.80 87.07 87.35 87.63 87.90 88.17 88.44 88.71 88.98
1.2 89.24 89.50 89.77 90.03 90.28 90:54 90.79 91.04 91.29 91.54
1.3 91.79 92.03 92.27 o2 .54 92.75 92.9§ 93.21 93.44 93.67 93.90
1.4 94.12 94.34 94.56 94.77 94.98 95.19 95.40 95.61 95.81 96.01

1.5 96.20 96.39 96.58 96.77 96.95 97.13 97.31 97.48 97.65 97.81
1.6 97.97 98.13 98428 98.43 980538 98.72 98.85 98.98 99.11 99.23
1.7 99.34 99.45 99.55 99.64 9973 99.81 99.88 99.94 99.98  100.00

VALUES IN BODY OFTABLE AREESTIMATES OF PERCENT DEFECTIVE CORRESPONDING TO SPECIFIC
VALUES OF Q =(AVERAGE - LOWER LIMIT)/ (STANDARD DEVIATION) OR Q =(UPPER LIMIT -AVERAGE)/
(STANDARD DEVIATON). FOR NEGATIVE Q VALUES, THE TABLE VALUES MUST BE SUBTRACTED
FROMIGO,

Figure 3.32. Table for estimation of percent within limits (PWL) for sample size of N = 5.
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A summary of these steps is presented in table 3.8. This example has demonstrated the logical
sequence of steps to be followed to develop a statistical specification based on either percent
defective or percent within limits. The assumptions made and the values selected for this example
are typical of many highway applications but are not necessarily appropriate for any specific case.
However, by selecting values appropriate for the specification to be developed, and following this
same sequence of steps, it should be possible for the user to develop effective and defensible
statistical acceptance procedures for a wide variety of construction specifications.

STEP

Table 3.8. Summary of specification development steps.

ACTION

O 0 ~1 &N bk Wb

—
[w]

Select quality measure (strength, thickness, etc.)
Select statistical measure of quality (PD or P
Define the AQL in terms of PD or PWL
Define the RQL in terms of PD or PW
Determine appropriate average pay fa
Determine appropriate incentive pay fa
Define lot size

Define retest provision (i
Construct OC curve and m
Describ,

odifications as necessary

mpl of a nce procedure
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CHAPTER 4

PROGRAMS CONCHART AND CCDEMO

4.1 THEORY AND USE OF CONTROL CHARTS

A control chart is a statistical procedure used to study and control repetitive processeshA concep-
tual illustration is shown in figure 4.1 where a continuing sequence of measurements jsglofiedhagainst
either time or order of production. Although each point could represent a single testfesult, statistieal
control charts use average values of two or more tests to properly account for withif-lot variability.
The locations of the lower and upper control limits are dependent upon sample size ané process
capability and are computed with the aid of special tables. (It is important tefiSfethat the'eentrol
limits usually are not the same as the specification limits imposed by thé purchaser ) The normal
distributions shown in figure 4.1 represent the production values and the distriblifion gf sample aver-
ages that would be expected to occur when the process is in statistical contrdl,

Control charts have been routinely used in the manufacturing Wdustry for more than half a
century and, more recently, have proven to be edually uséfial in many areas of highway construction.
Control charts are typically used to monitor the production of Bighway materials but may also be used
to monitor a wide variety of as-built construction charaeteristics. Although regarded primarily as a
process control device designed to aid contractors in megting specification requirements, control
charts can provide useful informatien to highway agencies, agwell. The following are some of the
benefits attributed to control charts:

» They establish process capabilities.

* They provide earlydétection of lack of control.

* They reduce costsfagsociated with rejected work.
» They decredse the level of inspgetion required.

»  They instill & sense of quality awareness.

« They provide documentation of quality achieved.

The two most cemmonly used measures for control chart applications are the sample mean
and range whigh, whentaken together, provide an indication of the average level and variability
of the produ€tion process. Both the mean chart and the range chart are shown on the same dis-
play by ptogram CONCHART.

There axe several different decision rules that have been proposed for use with control charts.
Program CONCHART allows the user to select either of two commonly used rules as follows:

= Single value outside control limits

¢ Single value outside control limits or eight values in a row on same side of target line
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POPULATION
DISTRIBUTION OF &
SAMPLE AVERAGES

R OF PRODUCTION

LOWER CONTROL LIMIT

Figure 4.1. Conceptual illustration of control chart.
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The decision rules are designed so that there is a relatively small likelihood that production
will be interrupted unnecessarily. When either decision rule is triggered, it is likely that a real
shift in process conditions has occurred and that an assignable cause should be sought and
corrected.

4.2 FEATURES OF PROGRAM CONCHART

Program CONCHART provides two distinctly different modes of operation. It is‘¢apable of
generating its own random data or reading in the data from an external file. Dependifig upoh
which mode is chosen, slightly different menu choices are offered. Figure 4.2 lisfs some of the
options that may be selected from the primary menu.

The capability of generating random data for analysis has been incliitled d%an instinetiofial
feature and appropriate pauses have been programmed into the outpyf displays 6 emphasize each
step of the operation. These pauses are omitted when the data set is ¢btained from@n external
file.

When the selections from the primary menu are complete, the menu will'appear similar to
those shown in figure 4.3 and figure 4.4, depedding updimhich data source has been chosen.
The prompt “Press any key to continue” at the bottom of theignu display provides a pause that
gives the user the opportunity to use the <ESC> key fihgo back and ehange some values or press
the <PrintScreen> key if a record of the menu selections ig desired. Striking almost any other key
will cause the program to begin exéeution groducding a display such as that shown in figure 4.5.
(Printouts of any of the graphical digplays that folloWamay be Obtained with the <PrintScreen>
key, provided the system has graphics‘@apability as digelssed in chapter 2.)

The display in figure 4.5 igdheresult of the entries in the menu shown in figure 4.3. Because
the random generation featurg is designed to illustsate each step of the control chart process, the
first display produces only that portion of the data set from which the control limits are com-
puted. A prompt at the@ofton 0fthe screefi (not shown in figure 4.5) then instructs the user to
“Press any key to pldt control himits>

Thémext display, shown in figure 4.6, plots the target and control lines and the appropriate
limiting,\valueSeamputed fromh the initial group of data points. Another prompt, not shown in the
figure, then instruets the user 10 “Press any key to plot remaining points.”

The rerndining points, generated under the condition of a drifting mean, are shown in figure
4.7. The sigle decision rule has been triggered at five locations where the points have fallen
above the uppér control limit on the mean chart. There are no out-of-control indications on the
range chart. A €plor monitor 1s useful for this display because different colors have been used to
distinguish any points that trigger the decision rules.
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DATA SOURCE
Random Generation
PROCESS PARAMETERS ................ Enter Mean and Standa
PROCESS CONDITION
Steady State
Drifting Mean
Drifting Standard Deviation
Drifting Mean and Standard Deviation

viation

Data File
DATA LOCATION ..., ) ve: e: Extension
METHOD OF IDENTIFYING STARTI

Number

Date ‘
TESTS/LOT i eaeens Enter Value
METHOD OF SETTING CO

Computed from Data
Specified bY USeLamm: - ithereereereieieeiieereeneeeieeenns Enter Predetermined Values

........................................................................... Enter Limit(s)

tside control limits
or eight in a row on same side of center

Figure 4.2. Selections available in program CONCHART.
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ENTER THE FOLLOWING INFORMATION

DATA SOURCE SPECIFICATION LIMITS
Random Generation None

PROCESS PARAMETERS DECISION RULE
Mean = 6 Single v
Standard Deviation = 1.5 limits

PROCESS CONDITION
Drifting Mean

TESTS/LOT
10 ‘

CONTROL LOTS

10
ny key tinu
<ESC> = Back <END> = Exit

Figure 4.3. Typical completed menu when data set is generated by program CONCHART.
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ENTER THE FOLLOWING INFORMATION

DATA SOURCE MEAN CONTROL LI
Data File Lower = 4600

Upper = 540

DATA LOCATION

STRENGTH.DAT
STARTING DATE

3-12-94

S IF
TESTS/LOT Lowe
pper = None

5 \ 4

TARGET VALUES RULES
Mean = 5000 gle value outside control
Range =700 limits or eight in a row on
same side of center

<END> = Exit

continue
<ESC> = Back ‘ I

Figure 4.4. Typical completed menu when data is read from
an external file by program CONCHART.
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@ = CONTROL POINTS
= DECISION RULES

i

MEAN CHART

LOT

aobieed el e beo oo s bt

40 5S¢ 60 70 B0 90 10@

Figure 4.5. First output display showing control points generated by program CONCHART.
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@ = CONTROL POINTS < R LOT =10
== DECISION RULES
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MEAN CHART |
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LOT
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Figure 4.7. Final output display showing completed control charts
constructed by program CONCHART.
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During the data generation process, whenever a decision rule is triggered, program
CONCHART makes an appropriate internal adjustment to bring the process under control. This
models in an approximate way the actions that would normally be taken in a production operation.

Following this display, striking a key will produce the upper menu shown in figure 4.8. This
menu permits the user to run the program again under the same conditions, enter new input values,
or exit. If the program had been run with data obtained from an external file, tH¢ lower menu in this
figure would have appeared.

4.3 COMPUTATION OF CONTROL CHART LIMITS

Control chart limits are computed from a series of measuremenfS OnSubgroups Ofsi#e N > 2
performed during a period when the process is believed to be undét controlt It is gencrally regarded
as good practice to use at least 100 individual measurements for this stef. " Thef@fore, if the size of
each subgroup is N = 5, for example, then at least 100/5 = 20\subgradps should be used to compute
the control chart limits. The following expressions apply:

CHART CENTRAL LINE CONTROL LIMITS
Mean X X+ AR
Range R DR and D,R
in which
X = grand mean Of Sibgroup means
R < \wmean of subgroup ranges
A,DgBR, = control chart factors from table 4.1

For either mode of operation, and provided the user has not elected to enter predetermined
controllimits, program CONCHART uses these expressions with the values in table 4.1 to com-
pute apptopriate central lines and control limits. If the number of subgroups specified by the user
for this purpose does not make use of at least 100 individual test values, a CAUTION message
appears on the screen stating that there may be insufficient information to compute reliable control
limits. The user then has the option of proceeding with the current selection or making a new
selection.
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Data Generation Mode:

SELECT DESIRED OPTION

(1) Run again with same selections
(2)  Make new selections and run again
(3)  Exit program
SELECTION H
<ESC> = Back

Data File Mode:

ELECTION B

<END> = Exit

Figure 4.8. Ending menus for program CONCHART.
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Table 4.1. Control chart factors.

NUMBER OF
OBSERVATIONS IN
SUBGROUP A D D

—
TS 0 0 N b W

[
w N

,_.
n

0.348 1.652

p—t
h

4.4 APPROPRIATE

When progra i to access data from an external file, the data set must
be in either of t ited or comma delimited—and must conform to the

following field
FIELD 3 FIELD 4 FIELD 5to 19
Day Year Test Data
1 or 2 Digits) (1 or 2 Digits) (2 Digits) ( 15 Values)

bers need ot be a continuous sequence but should be in ascending order. Duplicate lot numbers
may not be used but the use of duplicate dates for different lots is permissible.
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Module STRENGTH.DAT is a data file created to demonstrate the use of programs
CONCHART and CCDEMO. 1t is in space-delimited format but would work equally well if it
had been stored in comma-delimited format. Examples of a few lines of data in both formats are
shown below:

Space Delimited
LOT DATE TEST VALUES
193 10 1594 5145 4764 5198 4665 5186
194 10 17 94 49502 4911 4677 4622 5141
19510 18 94 5218 5513 4815 4865 5075

Comma Delimited
LOT DATE TEST VALUES
193,10,15,94,5145,4764,5198,4665,5186
194,10,17,94,4902,4911,4677,4622,5141
195,10,18,94,5218,5513,4815,4865,5075

4.5 DEMONSTRATION PROGRAM CCDEMO

Program CCDEMO is a dem@nstratiofi versiomof program CONCHART that runs continu-
ously with no input required from the User. All input sélections are randomly generated within
the program itself with a short time delay Between each Step. The completed output display
remains on the screen for approximately 10 Seconds before the next input sequence begins.
Program CCDEMO will contigiie to run untiliifiis stopped by pressing the <END> key.

4.6 EXAMPLES PAGE
Example 4.1 -- “Hlustration of Process Conditions ...........c..coveveeveeueeevennnn.. 71
Example 4.2, -  Control Charts Developed from External Data File.............. 72

Example 4.1 £ lilustration of Process Conditions

The purpose of this example is to illustrate the effect of the four different process conditions
that can be selgCted in the data generation mode. In this mode of operation, the points from
which the control chart limits are computed are displayed first (as was shown in figure 4.5) and
are not connected by line segments as are the remaining points (figure 4.7). When the remaining
points are randomly generated, any tendency to drift is corrected automatically within program
CONCHART whenever it is detected by the control chart rule that has been selected.
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In order to observe the various types of drift that program CONCHART is capable of pro-
ducing as part of the random generation process, it is necessary to override the automatic process
adjustment feature. This can be accomplished by making the following selections at the appropri-
ate places in the main menu:

DATA SOURCE
Random Generation

PROCESS PARAMETERS (Use any
Mean = feasonable
Standard Deviation = values)

PROCESS CONDITION
Steady State (Select
Drifting Mean desired
Drifting Standard Deviation Sondifion)
Drifting Mean and Standard Deviation

TESTS/LOT

(Select desired sample size: 2 - 15)

METHOD OF SETTING CONTROL LIMITS
Computed from Data

NUMBER OF LOTS

USED TO COMPUTE

CONTROL LIMITS
(Enter 99)

The key entry to override the automatic adjusttent feature is the selection of the maximum
value of 99 as the number@f edintrol 10t8used to compute control limits. Program CONCHART
is capable of displaying{100 points at a tifie and this causes virtually the entire screen to be filled
with control points for Which no prd€éss adjustments are made. All four process conditions are
illustrated in figuf@¥4.9 Where it can be seen that the desired types of drift have been achieved.

{ample 4.2 -~ Contral Charts Developed from External Data File

The display@shown i figures 4.5 through 4.7 illustrate the development of control charts
and the g@mputation of the control chart limits from data that is randomly generated by program
CONGIART. This example demonstrates the construction of control charts from data stored in
an external file and illustrates the input sequence when the target values and control limits have
been predetermined.

Module STRENGTH.DAT is a file of concrete compressive strength test data that has been
created specifically to demonstrate the use of program CONCHART. The data set consists of 200
lots, each with 5 test values, identified by lot numbers 1 through 200 and dates beginning with
1/2/94 and ending with 10/26/94. The data set was randomly generated from a population with a
mean of 5000 and a standard deviation of 300.
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Figure 4.9. Illustration of the four process conditions that can be
randomly generated by program CONCHART.
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To demonstrate how program CONCHART is used to access an external file, the menu
selections shown in figure 4.4 are used. If the file STRENGTH.DAT is located on a drive other
than the one from which the program is being run, the drive specification must be included in the
menu entry (for example, A:STRENGTH.DAT). The other selections in this menu, not all of
which remain in the display of the completed menu, are as follows:

METHOD OF IDENTIFYING STARTING LOT
Date

STARTING DATE
Month = 3 (1 or 2 Digits)
Day 12 (1 or 2 Digits)
Year = 94 (2 Digits)

TESTS/LOT
5

METHOD OF SETTING CONTRO’IMI
Specified by User

TARGET VALUES
Mean = 5000
Range = 700

MEAN CONTROL LIMIT
Lower = 4600
Upper = 5400

il

Select “Yes” and enter 4500
Select “No”

ISION RULES
gle value outside control limits or eight in a row on same side of center
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At the conclusion of the mput sequence, the prompt “Press any key to continue” appears at
the bottom of the menu display. Striking almost any key (except <ESC>, <END>, or
<PrintScreen>) will commence execution. Because the data file mode is designed for actual
applications rather than instruction, the control charts are completed in a single step when this
mode of operation is selected.

The output for this example is shown in figure 4.10. Like the data generationghode, lot
numbers are plotted on the X-axis and lot 50 corresponds to the selected starting dateef 3/12/94.
A possible process shift is indicated at three locations. The point for lot 98 on the mean éhart is
the eighth in a row on the same side of the center line. The point representing lot 408 on théysame
chart is above the upper control limit. The point at lot 121 on the range chart is the eighth ina
row on the same side of the center line. (These are easily seen on a color monitof where any
points that trigger decision rules are colored red, as are the corresponding graduationmarks gn
the X-axis of the appropriate control chart.)

If this had been a real application in which actual field data was Beingfimonitored at regular
intervals, the two potential out-of-control indications on the m@an chart®would have been of little
consequence because they would have indicated small increases in concretesstuehgth. Had the
shifts been in the other direction, they would have been of greator éoncern. The out-of-control
indication on the range chart is not especially pronoudeedpbut it might have been of concern
because it represents a shift toward greater variability. And, Because the nature of concrete
strength testing is such that there is often a considerable delay betw@en time of production and
time of testing, the earliest possible warning @fpotential problems can be extremely useful.
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Figure 4.10. Control charts constructed from data stored in external file.

76



CHAPTER §

PROGRAM COMPSIM

5.1 COMPUTER SIMULATION

Computer simulation is one of the most powerful analysis methods available T0msolving
a wide variety of complex problems and yet, contrary to what might be expected@ifiis one of
the simplest to understand and apply. Conceptually, most simulations require fnly the fal
lowing steps:

e Generate random data simulating the real process
e Apply the procedure that is to be tested
o Store the results in memory

This sequence of steps is then repeated many times—typicallya 1000 08 mete—which
provides a large data base upon which a varietysf analyses may be performed. In this manner, it
is possible to accurately assess the performanceof the pragédure under evaluation.

Computer simulation is particularly useful for prablems for which direct, closed-form
solutions do not exist or for which yery compl@@mathematics would be required. Many highway
acceptance procedures, especially those bdsed on'percent deféetive (PD) or percent within limits
(PWL), fall into this category and, in‘many cases, computer simulation is the only practical
means of analysis. Nearly all of the progtams described iipthis manual use computer simulation
in one manner or another. This chafters provides additional insight into how computer simulation
works and program COMPSIM lets the user experiment with several of these techniques.

52  UNIFORMRANDOM NEMBERS

Idk&most programming languages, Microsoft QuickBASIC provides a uniform random
number generaton, Whenever ihis accessed, it produces a random decimal value between 0.0
and 1.0\ Bhese numbefare uscd primarily to determine random sampling locations but they also
play a roléin gelierating normal random numbers, as described in section 5.3.

Withini @ BASIC program, a uniform random number is obtained by setting a variable equal
to RND. For esample, when the line of coding X = RND is executed, the variable X takes on the
value of a random number between zero and one. When this line of coding is repeatedly ex-
ecuted, a new random number is assigned each time.

With the method just described, identically the same sequence of random numbers will be

obtained each time the program is run which is desirable for some comparative studies. For the
applications described in this manual, it is more desirable to have each run produce a unique,
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independent result. This has been accomplished by including the command
RANDOMIZE TIMER which keys the random generation process to the computer’s internal
clock. This causes a unique stream of random numbers to be generated for each run.

Figure 5.1 illustrates the use of uniform random numbers to determine stratified random
coring locations for a highway pavement lot. In this figure, a lot is represented as an area 5000
by 10 which, for illustration purposes, may be regarded as being in either metric or English units.
A total of 5 cores are to be taken, one from each equal-sized sublot. Figure 5.1 gsesents the
computational procedure which requires 10 uniform random numbers to obtain the¥s coring
coordinates. This general procedure is commonly used for a variety of highway sampling appli-
cations.

5.3 NORMAL RANDOM NUMBERS

Probably the most common frequency distribution in nature |§ the ndfimal distribution. Many
quantitative measures, including the vast majority of highwag constiuétion measurements,
conform to a greater or lesser degree to this familiar bell shape. Figure,S.2 shaeiws this distribution
with the statistical quality measures PD and PWL illustrated 10k a double=limit specification.

In order to evaluate the acceptance procedures used iibhichWay construction, it is necessary
to have a method to generate random data that 1§ €ssentially 1dénitical to the normally distributed
data produced at a construction site. This is accomplished by developing a computer subroutine
to generate random numbers from a stasfard hormal diséribution having a mean of 0.0 and a
standard deviation of 1.0. A simple lidear transfosmation €an then be used with these numbers to
produce random data having any desitéd mean and standard deviation and, consequently, any
desired quality level in terms of PD ot PWL. An example of the BASIC coding to accomplish
this is as follows:

X = MEAN + STDV. ®* NORM
in which
X = gimulated construction variable
MEAN = desited mean value
STDV = desired standard deviation
NORMIY = random number from standard normal distribution

Although there are a variety of algorithms available for generating normal random numbers,
all require seéveral lines of coding and are sufficiently computationally intensive that they tend to
slow the execution of any program using thousands of replications. To develop a faster procedure
to avoid this problem, an appropriate algorithm was chosen to create a large file of 5000
scrambled normal numbers. When a normal random number is required, a uniform random
number is multiplied by 5000, increased by one, and then truncated to obtain a random integer
from 1 to 5000. This is then used to make a random selection from the file of normal numbers.
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(NUMERALS 1 - 5 INDICATE APPROXIMATE SAMPLING LOCATIONS)

1 5

o=

DETERMINATION OF RANDOM X COORDINATES

SAMPLE RANDOM MULTIPLICATION TERM

NUMBER NUMBER (SUBLOT LENGTH) X
1 0.603 x 1000 = 603
2 0.992 x 1000 =1992
3 0.086 x 1000 = 2086
4 0.214 x 1000 =3214
5 0.551 x 10 + 4000 = 4551

NDOM Y COORDINATES

MULTIPLICATION TERM

(PAVEMENT WIDTH) Y
x 10 =7.5
x 10 =29
x 10 =56
x 10 =1.6
x 10 =8.9

Figure 5.1. Stratified random sampling procedure applied to highway pavement.

79



PERCENT WHIN LIMITS

PERCENT DEFECTIVE

Figure 5.2. Quality measures related to the normal distribution.
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5.4  FEATURES OF PROGRAM COMPSIM

Program COMPSIM has been designed to graphically display most of the steps of the simulation
process. One option that may be selected from the primary menu is the generation of random data.
This is the most fundamental step upon which computer simulation is based and, to provide a better
understanding of it, a slight time delay has been incorporated into the program so the user sees the
histograms developing one value at a time. This provides a visual impression of howgwell the shape of
the sample set can be expected to conform to the shape of the population as the numbefef samples
increases. When the histogram is complete, the statistical parameters of the sample set ate omputed
and compared to the population parameters to confirm that the random generation pr@eess s working

properly. :

Other options that may be selected allow the user to simulate various levels of quality in terms of
PD or PWL using either single-sided or double-sided specification limits@or thesc scigCtionsgon!y
the completed histograms of the simulated data are displayed. The statfsfical paramieters are then
calculated and compared to the desired values.

A final option enables the user to observe the detailed computations ofa statisfieal acceptance
procedure on a lot-by-lot basis. The procedure may be based on a'pass/fail planor a pay equation. In
either case, the calculation of the quality indexf{®) to egfiimate either BD or PWL is shown. Program
COMPSIM has been written so the user can interactively repeaithis process for as many lots as
desired or, at any point, can elect to bypass the detatlehcomputations and go directly to the final
summary. As with the other options, histograms are displéyed and the statistical parameters are
calculated and compared to the degired vauls 46 éheck the performance of the simulation process.

Figure 5.3 shows the opening meiu in program COMPSIM that lists the four simulation options
that may be selected. The fifth option is 10 €xit the program, which may also be accomplished at any
time by striking the <END> ke

5.5 EXAMPLES PAGE
Example 5.1 --‘Geénerating Normal Random NUmbers ...........ococoovovioiooi. 81
Example,s.2 -- SinglesLimit PD Simulation ..........coooevoooeoeoeeoeooooo 83
SXample 5.5 Double-Limit PWL Simulation .............cococooooooe 86
EXamgle 5.4 -- Pass/Fail Acceptance Procedure .............occocoveevoeeoeeoeeoe. 86
Example 5.5 -- Pay Adjustment Acceptance Procedure ........ooooovvevoovoeooo, 94

Example 5.1 -- Generating Normal Random Numbers

When the first option in the opening menu of program COMPSIM is selected, a second
menu appears instructing the user to select either a normal or a uniform random distribution to be
generated. When a normal distribution is selected, the next menu instructs the user to enter the
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SELECT DESIRED OPTI

o)
)
3)
4
()

Random Generation of Data
Simulation of:

Simulation of Per

Exit Progr
EC |
<ESC>: ac

<END> = Exit

Figure 5.3. Opening menu in Program COMPSIM.
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number of random values to be generated and the desired mean and standard deviation. For this

example, a total of 1000 samples from a standard normal population (mean of 0.0, standard
deviation of 1.0) has been selected.

After the last entry is made, execution begins with a sequence of displays similar to those
shown in figure 5.4. For this option, the histogram appears on the screen one value at a time with
a short time delay as each new value is randomly generated. This essentially duplicates the
manner in which data is obtained from a construction project but at a speed litérally thousands of
times faster. In order to capture the images shown in figure 5.4, the <Pause> key can'be used to
temporarily stop the program so that the intermediate stages can be pramied Wwith the
<PrintScreen> key.

[t can be seen in this figure that, while the central tendency is present in the Wery early
stages, the full spread and the true bell shape of the distribution become apparcntionby afte
several hundred values have been generated. One conclusion to be drawn fromPthis is that, when
evaluating field data for normality, it is not realistic to expect to sée a wellldetinéd normal distri-
bution until a relatively large amount of data has been collected.

Although the Demonstration Project 89 programs do not provide thig eapability directly, it
was possible to illustrate an important principle by cembining poktions of programs COMPSIM
and CONCHART. The result is shown in figtire 5.5 whicilimay be tegarded as a companion
diagram to figure 5.4. Whereas figure 5.4 demofisttates how the shape of the sample distribution
gradually resembles the parent population as the sample becomes larger, figure 5.5 shows the
trend of the sample mean and standard de#@fion througheut this process. In this case, the target
values have been set to the apprapiate Aalues Torha standar@normal distribution while lower and
upper control values have been selegtel so that the phints plot on a suitable scale. It is readily
apparent from this figure that both the fhiean and the Stghdard deviation of the sample quickly
approach the true population ya@lliEsas the 8ample size increases.

Example 5.2 -- Singleflimit PB Simulation

The second sel€gtion from the opening menu in figure 5.3 allows the user to generate a
randoimdata set having @ispecific quality level expressed in terms of percent defective (PD).
When, this @ptien is selectédya second menu appears instructing the user to enter the type of
specifiation 11mits (lawer, upper, or both). The next menu asks for the limit (or limits) and other
basic Statisticdl information about the process.

For this example, a paving operation will be simulated. A single lower limit on paving
thickness 9f25 cm is specified and 1000 random values will be generated for which the standard
deviation is 0 be 0.5 cm and the quality level is to be 10 percent defective. The purpose of this
example is to show that the simulation process is capable of accurately producing the desired
results.
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Figure 5.6 shows the data distribution that was obtained. Both the desired statistical parameters
and the actual values appear in this display. The values printed on the X-axis represent the desired
mean and the expected extreme points of the data distribution at plus and minus three standard devia-
tions from the mean. Visually, the data distribution appears to be exactly where it should be and this is
confirmed by the statistics displayed in the upper right portion of the screen. The mean, standard
deviation, and percent defective are all very close to the desired values. 1f the purpose of this simula-
tion had been to generate a data set at a specific level of quality for the evaluation of a statistical
acceptance procedure, that goal would have been more than adequately accomplisheth

Example 5.3 -- Double-Limit PWL Simulation

The third selection from the opening menu in figure 5.3 provides very nearly the same optigns as
the second selection described in example 5.2. The difference is that, for@ases iawhich thereds &
single lower or upper limit, the quality level to be simulated is expresséd in terpas 61 percent within
limits (PWL). For double-limit applications, in which there are both l6wer anfluppef limits, the
desired mean and standard deviation are entered and the resultin@, PWL waluc is determined by the
simulation process.

This example involves measuring air voids in a biflifsinous cofiérete compaction operation. Since
performance problems can result when the air voidgconteniti§ Sither 0o low or too high, this will be a
double-limit application and the lower and upper limits have beetr¢hiosen to be 2.0 percent and
8.0 percent, respectively. The purpose of this example 3§ fo demonstrate how well a contractor might
fare if typical process control is répresentell Bya faean of' §.Oypercent and a standard deviation of
1.5 percent.

Figure 5.7 shows the data distribution for this example. The simulation process has produced very
nearly the desired mean and glandard deviatiohyvalues. Although very little of the work falls below the
lower limit, there is some ofit-of-specification mdierial above the upper limit. The statistics displayed
in the upper right portion of the screen indi€ate that approximately 90 percent of the work is within
limits, a level that isOffen regatded as acgéptable for many construction applications.

A contractor might apply this simulation process to obtain guidance in meeting specification
reduifements. In this pagtisular example, it would appear that somewhat more compactive effort would
be desirable Tanmove the average of the data set closer to the midpoint between the two specification
limitsAlso, if shighflyereater uniformity (smaller standard deviation) could be achieved, this would
further imprafe the contrattor’s likelihood of doing well under a specification of this type.

Example 8.4 -- Pass/Fail Acceptance Procedure

This example illustrates how program COMPSIM can be used to apply the pass/fail variables
procedure of example 3.2 to the simulated compaction operation just discussed in example 5.3. The
fourth option in the opening menu is selected to bring up a second menu which allows the user to
enter the type of acceptance procedure and other pertinent information. The completed menu 1s shown
in figure 5.8.
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ENTER THE FOLLOWING INFORMATION

TYPE OF PROCEDURE POPULATION PARAM
Pass/Fail Mean = 6

Standard Deviatic
TYPE OF ACCEPTANCE PARAMETER

Percent Defective (PD) SAMPLE S

8
TYPE OF LIMIT(S)
Lower and Upper
LIMIT(S)
S 4

ACCEPTANCE LIMI
PD =26

ess ey to continue

<ESC> = Back <END> = Exit

Figure 5.8. Completed menu for simulation of pass/fail
acceptance procedure by program COMPSIM.
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Essentially the same entries are used as in example 5.3. To duplicate the acceptance procedure
of example 3.2, percent defective (PD) is used as the statistical quality measure and, to be consid-
ered acceptable, the estimated percent defective must be less than or equal to PD = 26. It was seen
in example 5.3 that a production mean of 6.0 and a standard deviation of 1.5 produced almost
exactly 10 percent defective. For this example, the standard deviation has been increased to 1.53 to
produce exactly PD = 10 which was the acceptable quality level (AQL) used in example 3.2.
Finally, to make this simulation completely consistent with example 3.2, a sample size of N = §
will be used.

Figure 5.9 shows the data values and statistical computations for the first lot towhigh this
acceptance procedure is applied. The average of the eight test values is not as clsc to the éenter of
the specification range as might be desired but the standard deviation is suffici@ntly small thabvery
little material is estimated to be outside specification limits. Using the computed guality index (@)
values, the PD estimates are obtained from tables similar to that showndngficure 331 which are
obtained from support module TABLEPD.FIL. The total estimated 20T 1.5 Tus well below the
acceptance limit of PD = 26 and, accordingly, the lot is judged acgéptable,

Figure 5.10 shows the data values and calculations for d 16t that happens to/be of poorer
quality. Not only is the sample mean of 6.675 too close to thetiipper [ifef il 8.0, the sample
standard deviation of 2.296 is undesirably lasge. In this case, the total estimated percent defective
of 29.41 fails the acceptance requirement of ¥D < 2Z6"andithe lotis\judged rejectable.

Figure 5.11 shows the histogram of the compléiédata distribution for this simulation run. The
distribution is clearly normal and the mean§i§tandard dewiation, and quality level are all very close
to the desired values. A tally of passing and failing lots hasibeen kept throughout the simulation
process in order to compute the overall probability &f acceptance of 0.944 at this quality level. It
can be seen that this result compares faverably with'the value of 0.951 shown in figure 3.14 for
example 3.2.

As a matter of programiming convefilence, the actual PD and PWL values displayed in fig-
ure 5.11 are obtaineddy actual count of the individual data values. This is believed to be appropri-
ate because these yalies can bédetermined directly from the simulation process and do not need to
be estimated. If the eonventional estimation procedure using the Q statistic were used, slightly
different PD and PW L estimates would be obtained.

As a genetahsule, progiam COMPSIM and program OCPLOT will produce very nearly the
samé values when idefitically the same acceptance procedure is evaluated. However, in order to
speedup thé execution time of program COMPSIM, it operates at a level of precision comparable
to the low precision level of program OCPLOT. Therefore, program COMPSIM should be regarded
only as an instructional tool and any actual analyses of acceptance procedures should be performed
with progtam OCPLOT.
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Figure 5.9. Data values and statistical computations for a lot
that passes the acceptance procedure of Example 5.4.
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Figure 5.10. Data values and statistical computations for a lot that
fails the acceptance procedure of Example 5.4.
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Figure 5.11. Complete data distribution for simulation
of pass/fail acceptance procedure of Example 5.4.
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Example 5.5 -- Pay Adjustment Acceptance Procedure

The selection of the fourth option from the opening menu in program COMPSIM also pro-
vides the capability of analyzing the performance of a pay adjustment acceptance procedure at a
specific quality level. In order to relate this example to an earlier example using program OCPLOT,
the menu selections shown in figure 5.12 were chosen to provide a direct comparison with ex-
ample 3.3.

The pay schedule used in example 3.3 is presented here as equation 5.1. It was sélected to
demonstrate the fact that pay schedules based on either percent defective (PD) orpercent within
limits (PWL) require an incentive pay provision in order to fairly award an avefage pay factor
of 100 percent at the acceptable quality level (AQL). For this example, it will B& assumed that
equation 5.1 applies to the paving thickness specification described in exampld 522 for which &
single lower limit of 25 cm is used. It was seen in example 5.2 that a pre@metion miean of 26.64 cm
and a process standard deviation of 0.5 cm produce a quality level @f €xactly FD = T0%percent (and
a corresponding level of PWL = 90 percent) which will be taken a8 the AQE Torthis example.
Since there is to be no incentive pay provision, the maximumypay factof hias been set at PF = 100 in
the menu in figure 5.12. Although the sample size is not crifigal for'this demonéiration, the same
sample size of N =5 will be used that was used in example 3.5

PF=10+PWL ... (5.1)
in which
PF = pay faetor (percent)
PWL 0 = PWL comphited from test values

Figure 5.13 shows thé data valuesg@hd stafistical computations for the first lot to which this
pay equation is appligél. Eifher the average of 25.59 for the five test values would have to be some-
what larger, or the §tandard déwiation of 0.6363 would have to be somewhat smaller, in order for
this lot to be consideted completely acceptable. As a result, the quality level is determined to be
PWL = 81.54 which ishbelow the AQL of PWL = 90, warranting a pay reduction. The pay factor
assignedite,the lot by equation 5.1 1s PF = 91.54 percent.

Figure 544 has Been included to illustrate an outcome that will occasionally occur with
acceptancefrocedures of this type. It is seen in this figure that, although none of the individual test
values falls below the limit of L = 25, the sample mean and standard deviation are such that the
estimated percent within limits is below the acceptance limit of PWL = 90. Provided that no
fundamental assumptions such as a normal population or random sampling have been violated, this
is a theoretically correct result. The proper interpretation is that, based on the mean and standard
deviation estimated from the sample, the amount of the population within specification limits is not
as large as desired.
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ENTER THE FOLLOWING INFORMATION

TYPE OF PROCEDURE MAXIMUM &

Pay Adjustment v

PF
TYPE OF ACCEPTANCE PARAMETER RQL#RO {
Percent Within Limits ne
TYPE OF LIMIT(S) ‘ UL N PARAMETERS
Lower =25.64
d Deviation = 0.5
5

LIMIT(S)

L=25 PLE SIZE

PAY EQUATION
PF=10+1.00P

Pressan to continue

<ESC>=Ba

<END> = Exit

Figure 5.12. Completed menu for simulation of pay adjustment
acceptance procedure by program COMPSIM.
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Figure 5.13. Data values and statistical computations for first lot
of pay adjustment simulation procedure.
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Figure 5.14. Data values and statistical computations
for pay reduction lot having no failing test values.
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Figure 5.15 illustrates the opposite condition from figure 5.14. Although one of the five test
values is below the limit of L = 25, which on an attributes basis might suggest that 1/5 = 20
percent of the population is out of tolerance, the more reliable variables procedure based on the
quality index (Q) produces an estimate of PWL = 92.51 within tolerance. This exceeds the AQL
of PWL = 90 and, accordingly, there is no pay reduction. If there had been an incentive pay
provision, this lot would have received a pay factor somewhat greater than 100 percent.

Figure 5.16 shows the histogram of the complete set of data generated as théycesult of this
simulation run. The distribution is normal and the mean, standard deviation, and ‘quality level are
all very close to the desired values. Therefore, the distribution of pay factors computédifrom this
data can be expected to reliably predict the performance of the acceptance pro€edure atithis
quality level.

Figure 5.17 presents the histogram of the pay factors computed fremmthe 108 fepresesdted by
the data set in figure 5.16. The individual pay factors range from afimaximum of 100°percent
down to a minimum of 58.9 percent. It can be seen that this histggram isfquitedimilar to the one
shown in figure 3.16 which was obtained under the same conditions by program OCPLOT. The
average pay factor of 95.5 percent produced by program COMPSIM in figure5.17 is in close
agreement with the value of 95.3 percent obtained with progiam OCPLOT i Tigure 3.16. As
noted in example 5.4, programs COMPSIMyand OCGRLOT will asually produce similar results
but, because of its capability for greater precision, program OCPLOT should be used whenever
an actual acceptance procedure is to be analyzéd.

Figure 5.17 illustrates the performaie 6f this acé@ptance procedure when the work is
consistently at the level of qualitipthaf lias been defined@dacceptable (AQL). This emphasizes
once again the point made in chapiér 3 that, without some degree of incentive pay provision,
acceptance procedures based on PD'Or PWL are incapable of fairly awarding an average pay
factor of 100 percent for AQIF Wak.

An additional example was provided in ¢hapter 3 to demonstrate that this problem can easily
be corrected by alleWing pay factors in excess of 100 percent for superior quality. This same
result can be demanstrated With progiam COMPSIM. If no maximum pay factor is specified in
the menu in figute 5,12, the aceeptance procedure will award pay factors greater than 100 percent
whienever the quality éstimate exceeds the AQL, and the resulting average pay factor at the AQL
will theiibe very close 19,100 percent, as desired.
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Figure 5.15. Data values and statistical computations
for full pay lot with one failed test value.
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simulation of pay adjustment acceptance procedure.
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CHAPTER 6

PROGRAM DATATEST

6.1 PURPOSE OF PROGRAM DATATEST

It often is desired to compare two data sets. This might be done to check that preduction
quality has not changed after a temporary shutdown or, conversely, to confirpfithatadesired
change has been achieved. It might also be done to determine the appropriaféness of combining
two data sets in order to obtain better estimates of the population characterigtics.

In statistical jargon, such a comparison is referred to as a hypOthesis fest. The assuinption
that there is truly no difference is called the null hypothesis. Thé appropsiate statistics are com-
puted from the data sets and compared to values in standard tablés. Wiienevet @ computed value
exceeds the table value, the null hypothesis is rejected and the twoéarnples ai€ judged to have
come from different populations.

A word of caution is in order. If the tWo sets@f Measureriénts were made with different
types of measuring devices (nuclear gauge realings versiifieore measurements, for example), or
if the tests were performed by two operators withhmarkedly différent levels of skill, this could
produce an apparently significant difference wher€ there truly is none. The user must be alert not
to be misled by situations of this typé.

When comparing two data sels, the mean and the standard deviation are the two measures
that are of particular interestgFhe standard deviations are compared first, using the F test, be-
cause the outcome of thid test determines how the test of means is performed. The means are then
compared with the t test.

If the purpofe of the ebmparisont is to determine whether or not the two data sets represent
the same popdlation, then a {ailur€ 16 pass the F test would lead to the conclusion that the popula-
tions are different and there would be no need to run the t test. If the purpose is to determine
whither or not the two, data sets represent the same average level of production, it 1s necessary to
perform thest.test to make, the final determination. It should be noted that both the F test and the t
testin program DATATEST are two-tailed tests and that either an increase or a decrease in the
mean ordlandard deviation may lead to the rejection of the null hypothesis.

Before presenting the details of the tests themselves, it will be useful to discuss what 1s
meant by significant level. This is a statistical term referring to the probability of falsely rejecting
the null hypothesis when it really is true. In practical terms, this means erroncously concluding
that the population parameters are at different levels when, in fact, they are the same. It is desir-
able to keep this risk relatively small and, accordingly, program DATATEST allows the user to
select from three conventional levels -- 0.01, 0.05, and 0.10. However, the smaller the signifi-
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cance level, the greater the risk of failing to detect a difference when it truly exists. This is illus-
trated in Example 6.3. The only way to reduce both risks simultaneously is to increase one or
both sample sizes.

The opening screens in program DATATEST provide basic operational information that may
be stepped through quickly to commence the input sequence. The following queries and re-
sponses illustrate a typical session with this program:

NUMBER OF VALUES IN DATA SET A?
5

ENTER 5 VALUES FOR DATA SET A

26.2

27.0

25.8

27.9

37.1 (This last value 1s typed incorrectly.)
CHANGE ANY VALUES? <Y/N>

: .
ENTER COLUMN NUMBER

1

ENTER ROW NUMBER

5

ENTER 5 VALUES FOR DATA

26.2

27.0

25.8

27.9

i {The inc te is deletgd and the cursor is in position for the new entry.)
ENTER 5 VAL OR DA

¢ correct value has been entered.)

CHAN NY VALUES? <Y/N>

N

NUMBER OF VALUES IN DATA SET B?
3
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ENTER 3 VALUES FOR DATA SET B
25.5
25.8
24.9

CHANGE ANY VALUES? <Y/N>
N

SELECT SIGNIFICANCE LEVEL (ALPHA) TO BE USED FOR F AND B TESTS
(1) 0.01
(2) 0.05
(3) 0.10

A significance level of 0.05 was selected to produce the output shewn infigure 6.1./Ihe
summary statistics for both data sets are displayed at the top of tHe screcn. The standard devia-
tions are compared and the calculated F_, .= 3.21 does not comi€ closedd thegritical value of
F e = 39.2 required to conclude (at the 0.05 significance level) thatdhic standard deviations are
different. The comparison of the sample means, however, produces a significant result since the
calculated value of t,, . = 2.66 exceeds the critical value of - =245matithe 0.05 significance
level. Therefore, it is concluded that thesessamples,come from different populations. This is
highlighted in figure 6.1 by a box drawn around the gigmificant resuit. In the actual display on the

computer monitor, this message flashes.

At this point, the user may strik@=ESC> 10 move back to the previous display,
<PrintScreen> to obtain a pfisiteut of the results shown in figure 6.1, or <END> to exit the
program. Striking any other key gives the userthe, following options:

(1) SELECT SIGNIRIGANCE BEVEL AND RUN AGAIN
(2) CHANGE SOME VALUES IN DATA SET B AND RUN AGAIN
(3) RUN AGAIN WITH NEW DATA

(4)  EXIT PROGRAM

62 EXAMBLES PAGE

Esample 6.1 -- DATATEST Procedure with Similar

Standard Deviations ......ccccceevieiiieciiiciiiee e 106
Example 6.2 -- DATATEST Procedure with Unequal

Standard Deviations ........cccceeiviiiiiiiiiiiiiie 109
Example 6.3 -- Effectiveness of DATATEST Procedure.............ccoccooiiiiinn, 110
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DATA SET A

N = 5
X = 26.8
S = 82158
COMPARE ‘
STANDARD
DEVIATIONS

F (CATL.C) = (CaAaT.C)

I
I

F(CRIT) RIT) 2.45

NO SIGINTI
DIFFERE
AT.PHA =

SITGNITEFICANT
DITFFERENCE AT
AT.PHA = 0O.05

= to continue

Figure 6.1. Typical output display for program DATATEST.
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Example 6.1 -- DATATEST Procedure with Similar Standard Deviations

Until the statistical test is actually performed, it usually is not known whether or not the
standard deviations computed from the two samples can be regarded as having come from the
same population. This example has been constructed to illustrate the case in which they are not
found to be statistically significantly different.

For convenience, the two data sets are labeled “Data Set A” and “Data Set BY. When they are
entered into program DATATEST, it makes no difference which data set is enteredglitsh, The only
exception would be the case in which it was planned to test the effect of addifg or remaving
certain values from one of the data sets. In this case, the data set to be altered should be entéred
as “Data Set B” since this is one of the options that may be selected from the final menu.

These data sets might represent test results obtained before aidatter SOme process change or
they might be data obtained by two different agencies from the saine pro€ess. i the former case,
the statistical test would be performed to judge whether or not a¥€al giocess shift has occurred.
In the latter case, it may be desired to determine if the two'data sct§ are sufficiently similar that
they can be pooled to obtain a better estimate of construction guality.

Table 6.1. Data sets for EXample 6u1.

DATA SET A DATA SET B
6.0 5.9 6.2 6.1 6.3

5.7 5.8 6.0 5.9 5.7

5.9 6.0 6.4 6.5 5.5

6.4 5.7 oo 6.1 6.1

6.2 6.1 6.2 5.8 5.6

Ngs= 20 (SAMPLE SIZE) N=5

X =6.03 (MEAN) X =584
8=0.211 (STANDARD DEVIATION) S=0.344

The first stephis,to compare the standard deviations. This is done by computing the F statistic
given By equation 6.1,

F:SIZ/SQ2 (6.1)
in which
S, = the larger of the two standard deviations
S = the smaller of the two standard deviations
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In order to judge statistical significance, it is necessary to determine the critical F value
which is dependent upon the significance level and the sizes of the two samples. In program
DATATEST, this is accomplished with the aid of module FTABLE. (In an actual F table, column
and row headings are given in terms of “degrees of freedom” and, for this application, are one
less than the sample sizes.) For a significance level of 0.05, and degrees of freedom of 4 and 19
for the numerator and denominator, respectively, the critical F value is Foar = 3.56. (For this two-
tailed test, this value is obtained from an F table for a significance level of O 05/2 € 0,025.) Since
the calculated value of F_,, . =0.344%/0.211% = 2.66 is less than the critical value, the standard
deviations are not judged to be significantly different.

When the standard deviations are not found to be significantly different, they may be poolet
to obtain a better estimate before proceeding with the comparison of the sample means. This i§
accomplished in accordance with equation 6.2. For the standard deviationgwalues obtdined frofn
the two data sets in table 6.1, the pooled standard deviation is computéd o be S, 0.2300

S, = J((N, - DS 2+ (N, - DS,/ (N, + Mo 2) (6.2)
in which
S, =  pooled standard deviation
N, =  size of sample A
N, =  size of sample B

The sample means can then be compared with the use of the t statistic as indicated in equa-
tion 6.3. Like the F statistic, th€ £'statistic is alse,tabled as a function of degrees of freedom. For
this example, the appropriate’degrees of freedom {df) is given by equation 6.4, which is the same
term that appears in the denominator of equdtion 6.2. The absolute value symbol in the numerator
of equation 6.3 indicatés that @nly a positive value of the t statistic is to be used.

t=1X,-X,)/S,J UN, + N, (6.3)

for which
df = N, +N_-2 (6.4)

For a significance level of 0.05 and degrees of freedom of 20 + 5 - 2 = 23, program
DATATEST e¢alls upon support module TTABLE to determine the critical t value to be
tonr = 2.07. Since the value of t_, .= 1.59 calculated from equation 6.3 is less than this, the
sample means are not judged to be significantly different.

Program DATATEST makes it extremely easy to apply this procedure. The data sets are
entered in response to the queries, any necessary changes can be made, the desired significance

level is selected, and the output is shown in figure 6.2. For this example, neither the standard
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DATA SEIT A

N = 20

X = 6.03 .84

S = .21051L 34353
COMPARE ‘ MPARE
STANDARD MPLE

I

I

DEVIATIONS N=
F(carlLc) & T ((CcAarl.Cc) 1 .59
T(CRIT) 2 .07

NO SIGNIFICANT
DIFFERENCE A'D
ALPHA = OO.O0O5

to continue

Figure 6.2. Output display for Example 6.1.
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deviations nor the means were found to be statistically significantly different. Therefore, at the
level of significance selected for these tests, it is concluded that the two samples come from the
same population.

Example 6.2 -- DATATEST Procedure with Unequal Standard Deviations

Program DATATEST is also extremely useful for the more complex case in whichithe stan-
dard deviations cannot be assumed to be equal. For this example, different data sets are used,
again labeled “Data Set A” and “Data Set B.”

Table 6.2. Data sets for Example 6.2.

DATA SET A DATA'SET B
26.1 26.5 26.4 253 25.2
25.3 25.7 26.9 2560 254
24.9 26.2 25.1 25.1 25.3
26.0 25.9 25.5 249 257
N=12 (SAMPLE SIZE) N -8

X =25.87 (MEAN) X=24.31

S=0.584 (STANDARBSREVIATION) S=0.259

As in example 6.1, the first step is tQ €0mpare the Standard deviations using equation 6.1. The
calculated F value in this case is F . = 0.599%/0.259? = 535, A nominal significance level of 0.05
will again be used which, for th given sample sizes, produces a critical F value of Feprr =471,
Since the calculated value excéeds the critical valu, it is judged inappropriate to pool the two

standard deviations as was,done in the previous example.

Since the standagdhdeviations ¢afimethe pooled, it is necessary to use the t statistic given by
equation 6.5 to compare the sample means. What is distinctly different is the manner in which the
appropfiatedegrees of freedom for the t statistic is calculated, as indicated in equation 6.6.

t= IX, - X, [/S,UN, +S, /N, (6.5)
for which
df = (a+b)2/ (@AN, + 1) + bY(N_ + 1)) - 2 (6.6)

inwhicha = SN ,b = S ?/N_, and all other terms are as previously defined.
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It should be noted that equation 6.6 is an approximation and that slight variations of it appear in
the literature. A brief investigation of three different forms of the equation suggests that they all
produce very nearly the same result. The result usually will not be an integer and it is common prac-
tice to round it to the nearest integral value before obtaining the critical t value.

Using the values obtained from the two data sets in table 6.2, the calculated t value is found to be
toac = 2.87 with degrees of freedom df = 17. At the significance level of 0.05, this produces a critical t
value of t,  =2.11. Since t., . >t_. ., the sample means are judged to be significinfly different.

The output display for this example is shown in figure 6.3. In this case, both thesample standard
deviations and the sample means are statistically significantly different, suggesting that the data sets
come from two distinctly different populations.

Example 6.3 -- Effectiveness of DATATEST Procedure

It was demonstrated in chapter 3 how important it is to cofistruct the operating eharacteristic (OC)
curve to learn how an acceptance procedure will perform. Essentially the Same tliing must be done to
understand both the capabilities and the limitations of the DATATEST procedure at different sample
sizes and significance levels.

A separate program, conceptually similar to progsam OCPLOT, was written to test program
DATATEST under a variety of different conditions. The test conditions and typical results are orga-
nized in tables 6.3 through 6.6 a8 follows:

POPULATION

STANDARD SAMPLE SIZES

DEVIATIONS FQUAL UNEQUAL
EQUAL Table 6.3 Table 6.4
UNEQUAL Table 6.5 Table 6.6

It is apparent ftommthe results in these tables that both sample size and significance level have an
appregiable gffect on the ability to correctly detect a true difference. It can be seen in table 6.3 for equal
standard déviations and sample sizes that, for sample sizes of N, = N, = 10 and a significance level of
0.01, the true difference between population means must approach 2.0 standard deviation units before
there is a‘§trtong likelihood (0.93) that it will be detected. For example, if this were applied to two
populations of concrete compressive strength, both having a standard deviation of 2067 kPa (300 pst),
then a difference in population means of about 4134 kPa (600 psi) would be required in order for this
procedure to have a reasonably good chance of detecting it. If the significance level in this case were
increased to 0.05, a true difference of 2.0 standard deviation units would be almost certain to be
detected but there would then be a 0.05 chance (approximated as 0.06 in table 6.3) of falsely
detecting a difference when there truly is none.
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DATA SET A DATA SE'T
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X = 25.875
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I

F(CRIT) = 2 .11

NIFICANT
FERENCE AT
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STGNIFICA
DITFERENCE

Press to continue

Figure 6.3. Output display for Example 6.2.
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Table 6.3. Capability of DATATEST procedure with equal sample sizes
and equal population standard deviations.

PROBABILITY OF DETECTING DIFFERENCE FOR SELECTED SAMPLE SIZES AND SIGNIFICANCE LEVELS

DIFFERENCE IN

POPULATION

MEANS IN e _ _ _ .

UNITS OF Na=5 N, 75 N, =10, N, =10 N, = SN 9S

AVERAGE SD_ 0.0 0.05 10 0.01 0.05 10 0.01 05 10
0.0 0.01 0.06 0.10 0.01 0.06 0.11 0.01 0.06 0Jio
0.5 0.03 0.11 0.19 0.06 0.18 0.28 011 026 0.38
1.0 0.10 0.30 0.43 0.30 0.56 0.69 051 0.76 0.85
15 0.24 0.54 0.69 0.68 0.90 0.94 0.89 0.98 0.99
2.0 0.45 0.80 0.89 0.93 0.99 1.00 0.99 1.00 1.00
25 0.69 0.93 0.98 0.99 1.00 1,00 1.00 1.00 1.00
PROBABILITY VALUES OBTAINED BY COMPUTER SIMULATION WITH 1000 REPLICATIONS SD, =SD,

Table 6.4. Capability of DATATEST procedure with unequal sample
sizes.and equahpopulation standard deviations.

PROBABILITY OF DETECTING DIFFERENCE FOR SELECTED SAMPLE SIZES AND SIGNIFICANCE LEVELS
DIFFERENCE IN

112

POPULATION

MEANS IN o - _ _ _ _

N NGO N, =5 N, =20,N,=5 N, =20,N,=10

AVERAGE SD 0.01 0.05 0.10 0.01 05 0.10 0.01 0.05 0.10
0.0 0.01 006N 0.10 002 006 011 0.01 0.06 0.10
0.5 D04 0.15 0.24 006 016 027 0.09 024 035
1.0 0.19 0.42 © 056 0.25 0.48 0.60 0.46 071 0.82
15 0.44 0 0.80 0.57 0.79 0.87 0.88 0.97 0.98
2.0 0.74 991 0.95 0.86 0.95 0.98 0.99 1,00 1.00
2.5 0.91 0.99 1.00 0.98 0.99 1.00 1.00 1.00 1.00
PROBABILITY.VALUES OBTAINED BY COMPUTER SIMULATION WITH 1000 REPLICATIONS SD SD
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Table 6.5. Capability of DATATEST procedure with equal sample
sizes and unequal population standard deviations.

PROBABILITY OF DETECTING DIFFERENCE FOR SELECTED SAMPLE SIZES AND SIGNIFIC c LEVELS

DIFFERENCE IN

POPULATION
MEANS IN N, =5N,=5 N, =10,N, =10
UNITS OF ;

AVERAGE SD_ 01 05 10 0.01 0.05 01
0.0 0.02 006  0.10 001 004  0.09
0.5 0.03 011 019 0.06 018 028
1.0 012 029 043 026 050 0.3
15 023 051 066 0.60 081 088
2.0 044 072 083 088 098 0.9
2.5 063 088 094 098 100 1.0

PROBABILITY VALUES OBTAINED BY COMPUTER SIMULATION WITH 1000 REPLI SD, =2x 8D,

Table 6.6. Capability o ure with unequal sample

DIFFERENCE IN
POPULATION
MEANS IN
UNITS OF

AVERAGE SD 0.01 0.05 0.10
0.01 0.05 0.09
0.14 . 0.10 0.26 0.38
0.2 0.49 0.63 0.46 0.74 0.83
0.56 0.80 0.89 0.87 0.98 0.99
. 0.82 0.96 0.99 1.00 1.00 1.00
90 . . 0.96 1.00 1.00 1.00 1.00 1.60
PROBABILITY ES OBTAINED BY COMPUTER SIMULATION WITH 1000 REPLICATIONS SD, =2xSD,
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It is interesting to note that when there is truly no difference in population means (0.0 in the
first column of tables 6.3 through 6.6), the probability of detecting a significant difference either
equals the significance level or is extremely close to it. This is the theoretically expected result
and is an indication that the simulation procedure is working properly.

Ultimately, it usually is possible to find a combination of sample sizes and significance level
that produces suitably balanced risks. The advantage of tables such as these is that they provide
an understanding of the operating characteristics of the procedure and a clear re of both its
capabilities and its limitations. This knowledge should be extremely helpful in e i
DATATEST procedure is applied effectively.

'Q
\
™

114



CHAPTER 7

PROGRAM ONETEST

7.1 PURPOSE OF PROGRAM ONETEST

It was seen in chapter 6 that the power of the DATATEST procedure to correctly diséern a
difference between two populations was strongly dependent upon sample size. It isdfie purpese
of program ONETEST to more dramatically illustrate the weakness of a statisticdl fest based on a
single sample.

The objective of the statistical procedure used in this program is todétermine whetherof not
a single quality assurance test performed by the highway agency is caisistent with a series of
quality control tests performed by the contractor. The statistical parameter uéed for'this illustra-
tion is the range, although the principle that is demonstrated apglies t0 an¥ statistical measure.
The test requirement is given by equation 7.1 and the appropriaté tange coefficient (C) is ob-
tained from table 7.1.

X-C*R = X = Xé&C*R (7.1)
in which
X =  average of several qualifyhcontrol tests performed by the contractor
R = range of the quality.control {€sts
C = coefficient by which the range 1§ multiplied
X = single quality @8surance test performed by the highway agency

Table,7.1. Range coefficients for ONETEST procedure.

NUMBER OFQC TESTS RANGE COEFFICIENT (C)

OO\
D b et o et
OO O WO
et~ J LN QR —

[y
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The opening screens in program ONETEST provide basic operational information before the
primary screen shown in figure 7.1 appears. The first entries to be made are the sample size for the
quality control tests and the range coefficient. Following this, the user selects the statistical param-
eter to be used to measure the difference between the two populations being compared. Program
ONETEST then graphically displays the two normal distributions representing these populations at
the appropriate degree of separation as each computation is being performed.

7.2 EXAMPLES PAGE
Example 7.1 -- Program ONETEST Applied to Population Means .........L..... 116
Example 7.2 -- Program ONETEST Applied to Population PD ...............0... 119
Example 7.3 -- Program ONETEST Applied to Population PWI& 00 ... 119

Example 7.1 -- Program ONETEST Applied to Population Means

A sample size of N = 5 quality control tests is used for the first example with the correspond-
ing range coefficient of C = 1.61 obtained ffoth tabld 7, The separation between the two popula-
tions is based on the mean values and is expressed in standarthdeviation units. The appropriate
configuration of normal distributions is shown as‘€agh of the probability values in the upper right
portion of the display is computed. Figure 7.1 shows the completed display with the means of the
populations three standard devidbions ap@it.

It is apparent from the results 1 figure 7.1 thatifhis procedure is very weak in its ability to
detect even a large difference in the twa pepulations. In the final configuration shown in this
display, the rather large sepafation of three¢ standard deviation units produces only about a 34
percent chance of detectiofl.

It can also be séenin figike 7.1 that this procedure operates at a significance level of about
0.02 since the risi{of falsely detéeting’a statistically significant difference when there truly is none
is 0.02. If a somewhatlarger value of this risk could be tolerated, the power of the procedure to
detéebtrue differences €an be improved. To determine the degree of improvement that might be
possible; thiSmun was repedted with a smaller range coefficient. It was found by trial and error that,
for a sample size 0fN = 5 a value of C = 1.17 will raise the significance (risk) level to about 0.05.

The sésults of this run are shown in figure 7.2. As expected, decreasing the range coefficient
has improved the ability of the procedure to detect a true population shift. A difference in popula-
tion means of three standard deviation units now has a 60 percent chance of being detected, a
considerable improvement over the value of 34 percent in figure 7.1. However, this improvement
has been obtained at the expense of having a 5 percent chance of falsely detecting a difference
when the two populations are truly identical. Whereas this 5 percent risk may be regarded as
acceptable for many applications, the corresponding risk of 40 percent of failing to detect a shift as
large as three standard deviations almost certainly would not be. As demonstrated with the
DATATEST procedure in chapter 6, the only way to improve both risks is to increase the sample
sizes.
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Figure 7.1. Program ONETEST display for Example 7.1.
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SINGLE SANPLE TEST PROCEDURE DIFFERERCE PROBABILITY
_ _ IN MEANS OF DETECTING

X -CeR <X £ X + CR (S UHITS? D IFFERENCE
0.0 :

X = QC DATH AUERAGE

R = RAHGE OF QC DaTh

C = RANGE COEFFICIENT

X = SINGLE A ACCEPTANCE TEST
QC SAMPLE SIZE = 5§ C =1.17

POPULATIONS

Figure 7.2. Display for modified procedure in Example 7.1.
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Example 7.2 -- Program ONETEST Applied to Population PD

This example illustrates the same procedure but with a different sample size and quality
measure. A sample size of N = 7 and the corresponding range coefficient of C = 1.17 obtained
from table 7.1 are used and the separation of the two populations is expressed in units of percent
defective (PD), indicated by the shaded areas under the normal distributions displayed by pro-
gram ONETEST in figure 7.3. It is apparent from the results shown in this display that this
example suffers from the same weaknesses observed in example 7.1,

Example 7.3 -- Program ONETEST Applied to Population PWL

4

119



|

(C SAMPLE SIZE = 7

Figure 7.3. Program ONETEST display for Example 7.2.
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SIHGLE SANMPLE TEST PROGCEDURE DIFFERENCE
_ _ It LEUELS
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0

X = U DATA AUERAGE 10
F = RaNGE OF 4C bala
C = RANGE COEFFICIENT
¥ = SINGLE & ACCEPTANCE TEST
QC SAMPLE SIZE = 10 C = 0.91

A& TEST

Figure 7.4. Program ONETEST display for Example 7.3.
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CHAPTER 8

PROGRAM PAVESAMP

8.1 PURPOSE OF PROGRAM PAVESAMP

Program PAVESAMP was developed to demonstrate two important aspects f statistical
sampling. It illustrates a commonly used procedure to determine stratified randemi sampling
locations for highway pavement (presented in figure 5.1 in chapter 5), and it flémonstrates the
tendency for the averages of sample estimates to approach the averages of the truc population
values as the number of lots increases.

For each run, a simulated length of pavement is displayedfwith two different colors
representing conforming and nonconforming material. The quality level@is randomly selected and
may range from completely conforming to almost entirely moncanforining. The simulated pave-
ment lot is divided into equal-sized sublots and a single randem sample is taken from each.
Within the program, two uniform random numbers are genetated in order (o Compute a random
X,Y coordinate (station and offset) for caghysublot@ampling loeation.

The sampling locations are shown grapliieally on thepavement display and the sample
values appear on the screen as each coordinate is‘@omputed. If desired, the sample estimates may
be checked by performing computation§ similar to those outlined in figure 5.13 in chapter 5 and
then referring to the percent deféative or percenbwithin limits estimation tables in figures 3.31
or 3.32 in chapter 3. (An extensive 8¢t of tablesis also contained in the appendix.)

At the end of each gin, the promph’ ‘Run Again? <Y/N>" appears on the screen. This
allows the user to repeatdhc process as mamatimes as desired by entering <Y>, <y>, or <ESC>.
Entering <N> or <n> produces a tabl€ Sumniarizing the results of all runs up to that point and
offers the user the@hoice 0f continuing with additional runs or terminating the session. The
<END> key may be used at ahy time'to exit the program.

2 EXAMPLES PAGE
Exénple 8.1 Typical Runs of Program PAVESAMP.............................. 122
Bxample 8.2 -- Program PAVESAMP Summary StatisticS..........oocoooininn 127

Example 8.1 -- Typical Runs of Program PAVESAMP

Figures 8.1 through 8.4 have been chosen to demonstrate the sampling procedure and statis-
tical estimation process at quality levels ranging from very good to very poor. The true values for
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STIRATIFIED RANDOM SAHPLING

= CONFURNING B = NONCONFORHMING SAHELE SIZE = 5

‘Lot

-
-

strattntetetepicoirbbatatsbfetolobetuioladintaptagatal edodabet o pds

ZFlrte bl fabtebelian brtrtlabtado St bt felodiep o b futac oot bdal e oboted 300
R D R R RN N P S N NN NN N E R ECOEETEEERe S 2 NS

Epchbpobattr b et it b bdeieke Mt la b St fota il rle Bt date o in g bl o b fo ful e et
SRR R ER O RO N R FHRNHE SR HESEESEEE qaﬁullnﬁﬁaggﬁ"ﬁ5§§ﬁ§§§ﬁ5§§€
NN E R NN RN N R N SRR P R N R N A S RS BN NS N EN B N EE ]

NSt NOERER

BRSNS REERRE
AECHEREENOOREN
#ﬂﬁ&ﬁﬂﬁﬁﬂﬁ&lEF

1

« Sublot I —|« Sublot 2 —l|e Sublot 3 —|« Sublot™4 —=f<- Subloct 5 —

POPULATION SAHPLE ACTUAL ESTIMATED
16381 AvG 16.36 10.325
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Figure 8.1. Program PAVESAMP display depicting pavement of very high quality.
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STRATIFIED RANDOM SAMPLING
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Figure 8.2. Program PAVESAMP display depicting pavement of acceptable quality.
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STRATIFIED RANDOM SAMPLING
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Figure 8.3. Program PAVESAMP display depicting pavement of moderately deficient quality.
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STRATIFIED RANDOH SAMPLING
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Figure 8.4. Program PAVESAMP display depicting pavement of very poor quality.
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the mean, standard deviation, percent defective (PD), and percent within limits (PWL) are dis-
played in each of these figures. The estimated values computed from the N = 5 tests are also
displayed and it can be seen that they all differ somewhat from the true values. This is normal for
any statistical estimation process. By running program PAVESAMP several times, it is possible
to see how well sample estimates based on this sample size can be expected to reflect the true
population values, enabling the user to develop an intuitive feel for both the capabilities and the
limitations of this sampling procedure.

Example 8.2 -- Program PAVESAMP Summary Statistics

It can be observed from the results in figures 8.1 through 8.4 that the sample ¢stimates fall
both above and below the true population values. This is the expected result with unbiased estima-
tion procedures although, strictly speaking, it is the sample variance and petthe,sampléstandafd
deviation that is the unbiased estimator. There is a tendency for the sample standarét deviation to
have a small downward bias.

To demonstrate the tendency for the averages of the sample €8timates (o converge on the
averages of the true population values as the number of lots increages, program PAVESAMP keeps
a record of the results from each run. A summagfmay bgguiewed at ahy time by responding with
<N> or <n> when the prompt “Run Again? <Y/N>" appears afithe end\of each run. Table 8.1
presents summary results that were obtained after af iereasinglylaiger number of runs.

Table 8.1. Summary statistie§ produced by program PAVESAMP.

AVERAGES FOR 10 RUNS AVERAGES FOR 100 RUNS
ACTUAL  ESTIMATED ACTUAL  ESTIMATED

AVG 10.22 10.24 10.22 10.23

STDV ~ 0.25 0.22 0.25 0.24

PD 17.95 15.58 18.30 17.83

PWL  82.05 84.42 81.70 82.17

AVERAGES BOR 1000 RUNS AVERAGES FOR 10000 RUNS

AOFUAL  ESTIMATED ACTUAL  ESTIMATED

AVG 10.22 10.23 10.23 10.23

STDV 0.25 0.24 0.25 0.24

PD 18.34 18.05 18.37 18.40

PWL 81.66 81.95 81.63 81.60

This tendency for the sample estimates to converge on the true population values is an espe-
cially important property when statistical measures are used with pay adjustment acceptance
procedures. As the number of lots for a project increases, the increased total sample size produces a
better estimate of average project quality and a correspondingly better assessment of the appropri-
ate average pay factor.
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LAMIA’S LAMENT

“You haven’t told me yet,” said Lady Nuttal, “what it is yoy
does for a living.”

“He’s a statistician,” replied Lamia, with an ann
being on the defensive.

Lady Nuttal was obviously taken aback.
that statisticians entered into normal social rel

she would have surmised, was perpetuated in s
like mules. ‘

“But Aunt Sara, it’s a very in
warmly.

ing profe said Lamia

“I don’t doub ho obviously doubted it very

i mere figures is so plainly
impossible that endless scope for well paid advice on how
to do it. But i t life with a statistician would be rather,

elt reluctant to discuss the surprising depth
ich she had discovered below Edward’s

that matters.”

(K. A. C. Manderville, The Undoing of Lamia Gurdleneck)
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APPENDIX

ESTIMATION OF PD AND P
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PERCENT DEFECTIVE ESTiMATION TABLE

VARIABILITY-UNKNOWN PROCEDURE SAMPLE STANDARD DEVIATION METHOD
SIZE
3

Q 0.00 0.01 0.02 0.03 0.04 0.05 0.06
0.0 50.00 49.72 49.45 49.17 48.90 48.62 48.35
0.1 47.24 46.96 46.69 46.41 46.13 45.85 45.58
0.2 44.46 44.18 43.90 43.62 43.34 43.05 4277
0.3 41.63 41.35 41.06 40.77 40.49 40.20 39.91
0.4 38.74 38.45 38.15 37.85 37.56 37.26 36.96

0.5 35.75 35.44 35.13 34.82 34.51 34.20

0.6 32.61 32.28 31.96 31.63 31.30 30.97 29.61
0.7 29.27 28.92 28.57 28.22 26.02
0.8 25.64 25.25 24.86 24.47 21.99
0.9 21.55 21.11 20.66 20.19 17.21
1.0 16.67 16.11 15.53 14.9 10.71
1.1 9.84 8.89 7.82 6. 0.00 0.00 0.00
VALUES IN BODY OF TABLE ARE ESTIMATES O CORRESPONDING TO SPECIFIC
VALUES OF Q = (AVERAGE - LOWER L TAND, EVIATION) OR Q= (UPPER LIMIT - AVERAGE) /

(STANDARD DEVIATION). F
FROM 100.

G UES, TABLE VALUES MUST BE SUBTRACTED
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PERCENT DEFECTIVE ESTIMATION TABLE

VARIABILITY-UNKNGWN PROCEDURE SAMPLE STANDARD DEVIATION METHOD
SIZE
4
Q 0.00 0.01 0.02 0.03
0.0 50.00 49.67 4933 49.00
0.1 46.67 46.33 46.00 45.67
0.2 43.33 43.00 42.67 42.33
0.3 40.00 39.67 39.33 35.00
0.4 36.67 36.33 36.00 35.67
0.5 33.33 33.00 32.67 32.33
0.6 30.00 29.67 29.33 29.00
0.7 26.67 26.33 26.00 25.67
0.8 23.33 23.00 22.67 22.33
0.9 20.00 19.67 19.33 19.00
1.0 16.67 16.33 16.00 15.67
1.1 13.33 13.60 12.67 12.33 11.00 10.67 10.33
1.2 10.00 9.67 9.33 9.00 7.67 7.33 7.00
1.3 6.67 6.33 6.00 5.67 4.33 4.00 3.67
1.4 3.33 3.00 2.67 2.33 1.00 0.67 0.33
1.5 0.00 0.00 0.00 0.00 0.00 0.00

VALUES IN BODY OF TABLE ARE ES
VALUES OF Q = (AVERAGE - LOWER L
(STANDARD DEVIATION). FO
FROM 100.
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PERCENT DEFECTIVE ESTIMATION TABLE

VARIABILITY-UNKNOWN PROCEDURE SAMPLE STANDARD DEVIATION METHOD
SIZE
5

Q 0.00 0.01 0.02 0.03 0.04 0.05 0.06
0.0 50.00 49.64 49.29 48.93 48.58 48.22 47.87
0.1 46.44 46.09 45.73 4538 45.02 44.67 44.31
0.2 42.90 42.54 42.19 41.84 41.48 41.13 40.78
0.3 39.37 39.02 38.67 38.32 37.97 37.62 37.28
0.4 35.88 35.54 35.19 34.85 34.50 34.16 33.81

0.5 32.44 32.10 31.76 31.42 31.08 30.74
0.6 29.05 28.72 28.39 28.05 27.72 27.39
0.7 25.74 25.41 25.09 24.76 24.44 24.11 73. 23.15 22.83

0.8 22.51 22.19 21.87 21.56 21.24 20.6 20.00 19.69
0.9 19.38 19.07 18.77 18.46 18.16 17.8 16.96 16.66
1.0 16.36 16.07 15.78 15.48 15.19 14.05 13.76
1.1 13.48 13.20 12.93 12.65 12.3 11.29 11.02
1.2 10.76 10.50 10.23 9.97 8.71 8.46
1.3 8.21 7.97 7.73 7.49 6.33 6.10
1.4 5.88 5.66 4.19 3.99

1.5 3.80 3.61 2.69 2.52 2.35 2.19
1.6 2.03 1.87 1.15 1.02 0.89 0.77
1.7 0.66 0.55 0.12 0.06 0.02 0.00
VALUES IN BODY OF T. PERCENT DEFECTIVE CORRESPONDING TO SPECIFIC
VALUES OF Q = (AVERA( ARD DEVIATION) OR Q= (UPPER LIMIT - AVERAGE) /
(STANDARD DEVI Q VALUES, THE TABLE VALUES MUST BE SUBTRACTED

FROM 100.
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PERCENT DEFECTIVE ESTIMATION TABLE

VARIABILITY-UNKNOWN PROCEDURE SAMPLE STANDARD DEVIATION METHOD
SIZE
6
Q 0.00 0.01 0.02 0.03 0.04 0.05 0.06 0.07 0.08 0.09
0.0 50.00 49.63 49.27 48.90 48.53 48.16 47.80 47.43 47.06 46.70
0.1 46.33 45.96 45.60 4523 44.86 44.50 44.13 43.77 43.40 43 .04
0.2 42.68 4231 41.95 41.59 41.22 40.86 40.50 40.14 39.78 39.42
0.3 39.06 38.70 38.34 37.98 37.62 37.27 36.91 36.55 36.20 35084
0.4 35.49 35.14 3479 34.43 34.08 33.73 33.38 33.04 32.69 32.34
0.5 32.00 31.65 31.31 30.96 30.62 30.28 2994 29760 2996 2893
0.6 28.59 28.25 27.92 27.59 27.26 26.92 26.60 26.27 25.94 25.61
0.7 25.29 24.96 24.64 2432 24.00 23.68 23.30 23405 22,74 22.42
0.8 22.11 21.80 21.49 21.18 20.88 20.57 20.27 19797 19.67 19.37
0.9 19.07 18.78 18.49 18.19 17.90 17.61 17.33 17.04 16.76 16.48
1.0 16.20 1592 15.64 15.37 15.09 14.82 eSS 14.29 14.02 13.76
1.1 13.50 13.24 12.98 12.72 1247 12.22 1197 11.72 11.47 11.23
1.2 10.99 10.75 10.51 10.28 10.04 9.81 0 58 9.36 9.13 8.91
1.3 8.69 8.48 8.26 8.05 7.84 7.63 7.42 7.22 7.02 6.82
1.4 6.63 6.43 6.24 6.05 5.87 5.68 5.50 5.33 5.15 4.98
1.5 4.81 4.64 4.47 431 4945 4.00 3.84 3.69 3.54 3.40
1.6 3.25 3.11 2.97 2.84 2.71 2.58 2.45 2.33 2.21 2.09
1.7 1.98 1.87 1.76 1.66 1.55 h45 1.36 1.27 1.18 1.09
1.8 1.01 0.93 0.85 0.78 0.71 0.64 0.57 0.51 0.46 0.40
1.9 0.35 0.30 026 0.22 0.18 0.15 0.12 0.09 0.07 0.05
2.0 0.03 0.02 0.01 0.0Q 000 0.00 0.00 0.00 0.00 0.00

VALUES IN BODY OF TABLE ARE BSTIMATES OF PERCENT DEFECTIVE CORRESPONDING TO SPECIFIC
VALUES OF Q = (AVERAGE - LOWER LT/ (STANDARD DEVIATION) OR Q =(UPPER LIMIT - AVERAGE) /
(STANDARD DEVIATION) FOR NEGATIVE Q VALUES, THE TABLE VALUES MUST BE SUBTRACTED
FRQITIO:
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PERCENT DEFECTIVE ESTIMATION TABLE

VARIJABILITY-UNKNOWN PROCEDURE SAMPLE STANDARD DEVIATION METHOD
SIZE
7
Q 0.00 0.01 0.02 0.03 0.04 0.05 0.06 0.07 0.08 0.09
0.0 50.00 49.63 49.25 48.88 48.50 48.13 47.76 47.38 47.01 46.63
0.1 46.26 45.89 45.51 45.14 44.77 44.40 44.03 43.65 43.28 42.91
0.2 42.54 42.17 41.80 41.44 41.07 40.70 40.33 39.97 39.60 39.23
0.3 38.87 38.50 38.14 37.78 37.42 37.06 36.69 36.33 35.98 35.62
0.4 35.26 34.90 34.55 34.19 33.84 33.49 33.13 32.78 32.43 32.08
0.5 31.74 31.39 31.04 30.70 30.36 30.01 29.67 29.33 28.99 28.66
0.6 28.32 27.98 27.65 27.32 26.99 26.66 26.33 26.00 25.68 2535
0.7 25.03 2471 24.39 24.07 23.75 23.44 23612 22:81 2250 22.19
0.8 21.88 21.58 21.27 20.97 20.67 20.37 20007 19778 19.48 19.19
0.9 18.950 18.61 18.33 18.04 17.76 17.48 1720 16.92 16.65 16.37
1.0 16.10 15.83 15.56 15.30 15.03 14.77 14.57 14.26 14.00 13.75
1.1 13.49 13.25 13.00 12.75 12.51 12.27 12.03 79 11.56 11.33
1.2 11.10 10.87 10.65 10.42 10.20, 9.98 9.77 9.55 9.34 9.13
1.3 8.93 8.72 8.52 8.32 8,12 7.92 173 7.54 7.35 7.17
1.4 6.98 6.80 6.62 6.45 6.27 6.10 5:93 5.77 5.60 5.44
1.5 5.28 5.13 4.97 4.82 4.67 4.52 4.38 424 4.10 3.96
1.6 3.83 3.69 357 3.44 231 30L.0 3.07 2.95 2.84 2.73
1.7 2.62 2.51 241 230 2.20 201 2.01 1.92 1.83 1.74
1.8 1.65 1.57 1.49 141 1.54 1.26 1.19 1.12 1.06 0.99
1.9 0.93 0.87 0.81 0.76 0.70 0.65 0.60 0.56 0.51 .47
2.0 0.43 0.39 0.36 0.32 0.29 0.26 0.23 0.21 0.18 0.16
21 0.14 0.12 0.10 0408 0.07 0.06 0.05 0.04 0.03 0.02
2.2 0.01 001 0.01 0.00 0.00 0.00 0.00 0.00 0.00 0.00

VALUES IN BODY2OF TABLE AREMESTIMATES OF PERCENT DEFECTIVE CORRESPONDING TO SPECIFIC
VALUES OF Q = (AVERAGE - LOWERLIMIT) / (STANDARD DEVIATION) OR Q=(UPPER LIMIT - AVERAGE) /
(STPANDARD DEVIATION). FOR NEGATIVE Q VALUES, THE TABLE VALUES MUST BE SUBTRACTED
FROM 100.
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PERCENT DEFECTIVE ESTIMATION TABLE

VARIABILITY-UNKNOWN PROCEDURE SAMPLE STANDARD DEVIATION METHOD
SIZE
8
Q 0.00 0.01 0.02 0.03 0.04 0.05 0.06 0.07 0.08 0.09
0.0 50.00 49.62 49.24 48.86 48.49 48.11 47.73 47.35 46,97 46.5%
0.1 46.22 45.84 45.46 45.08 44.71 44.33 43.96 43.58 4321 42.83
0.2 42.46 42.08 41.71 41.34 40.97 40.59 40.22 39.85 39.48 39.11
0.3 38.75 38.38 38.01 37.65 37.28 36.92 36.55 36.19 35.83 35.47
0.4 35.11 34.75 34.39 34.04 33.68 33.33 32.97 32.62 32.27 3092
0.5 31.57 31.22 30.87 30.53 30.18 29.84 29.50 29.16 28.82 2848
0.6 28.15 27.81 2748 27.15 26.82 26.49 26.16 25.83 25.51 26019
0.7 24.86 24.54 2423 2391 23.59 23.28 22.97 22.66 2235 22.04
0.8 21.74 21.44 21.14 20.84 20.54 20.24 19.95 1966 19.37 19.08
0.9 18.79 18.51 18.23 17.95 17.67 17.39 17.12 16:85 16.57 16.31
1.0 16.04 15.78 15.51 15.25 15.00 14.74 14.49 14.24 13.99 13.74
1.1 13.49 13.25 13.01 12.77 12.54 12.30 12.07 11.84 11.61 11.39
1.2 11.17 10.94 10.73 10.51 10.30 10.09 9.88 9.67 9.47 9.26
1.3 9.06 8.87 8.67 8.48 8.29 8.10 ol 7.73 7.55 7.37
1.4 7.19 7.02 6.85 6.68 6.51 6.35 6.19 6.03 5.87 5.71
1.5 5.56 5.41 5.26 5.12 4.97 4,83 4.69 4.56 4.42 4.29
1.6 4.16 4.03 3.91 3.79 367 3.55 343 3.32 3.21 3.10
1.7 2.99 2.89 2.79 2.69 299 2.49 2.40 2.31 2.22 2.13
1.8 2.04 1.96 1.88 1.80 1.72 1.65 1.58 1.51 1.44 1.37
1.9 1.31 1.24 1.18 K12 1.07 b.01 0.96 0.91 0.86 0.81
2.0 0.76 0.72 0:67 0.63 0.59 0.55 0.52 0.48 0.45 0.42
2.1 0.39 0.36 0.33 0.30 0.28 0.26 023 0.21 0.19 0.17
2.2 0.16 0.14 0.13 0.11 0.10 0.09 0.08 0.07 0.06 0.05
23 0.04 004 0503 0.02 0.02 0.02 0.01 0.01 0.01 0.00

VALUES IN BODY OF TABLE ARE ESTIMATES OF PERCENT DEFECTIVE CORRESPONDING TO SPECIFIC
VALBES OF Q =(AVERAGE- LOWER LIMIT) / (STANDARD DEVIATION) OR Q = (UPPER LIMIT - AVERAGEY
(STANDARB,DEVIATION), FOR NEGATIVE Q VALUES, THE TABLE VALUES MUST BE SUBTRACTED
FROM100.
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PERCENT DEFECTIVE ESTIMATION TABLE

VARIABILITY-UNKNOWN PROCEDURE SAMPLE STANDARD DEVIATION METHOD
SIZE
9
Q 0.00 0.01 0.02 0.03 0.04 0.05 0.06 0.07 0.08 0.09
0.0 50.00 49.62 4924 48.85 48.47 48.09 47.71 47.33 46.95 46.57
0.1 46.18 45.80 4542 45.04 44.66 44.29 4391 43.53 4301 5 42.77
0.2 42.40 42.02 41.64 41.27 40.89 40.52 40.15 39.77 39.40 39.03
0.3 38.66 38.29 37.92 37.55 37.19 36.82 36.46 36.09, 35.73 35.37
04 35.00 34.64 34.29 33.93 33.57 33.21 32.86 32.50 32.15 31.80
0.5 31.45 31.10 30.76 3041 30.07 29.72 29.38 29.04 28.70 2836
0.6 28.03 27.69 27.36 27.03 26.70 26.37 26.04 25072 25.39 25.07
0.7 24.75 24.43 24.11 23.80 23.49 23.17 2286 22.56 22025 21.94
0.8 21.64 21.34 21.04 20.75 20.45 20.16 19.87 1958 19.29 19.050
0.9 18.72 18.44 18.16 17.88 17.61 17.33 17.06 16.79 16.53 16.26
1.0 16.00 15.74 15.48 15.23 14.97 14.72 14.49 14 22 13.98 13.73
1.1 13.49 13.26 13.02 12.79 12.55 12.32 12.10 87 11.65 1143
1.2 11.21 11.00 10.78 10.57 10.3¢6 10.15 9.95 9.75 9.55 9.35
1.3 9.16 8.96 8.77 8.59 8.40 8.22 8.04 7.86 7.68 7.51
1.4 7.33 7.17 7.00 6.83 6.67 0.51 635 6.20 6.04 5.89
1.5 5.74 5.60 5.45 531 5.17 5.03 4.90 4.77 4.64 451
1.6 4.38 4.26 444 4.02 3.90 378 3.67 3.56 3.45 3.34
1.7 3.24 3.14 3.09 294 2.84 2.75 2.65 2.56 2.47 2.39
1.8 2.30 2.22 2.14 2.06 198 1.91 1.84 1.76 1.70 1.63
1.9 1.56 1.50 1.44 137 1.32 1.26 1.20 1.15 1.10 1.05
2.0 1.00 0.95 .90 0.86 0.82 0.77 0.73 0.70 0.66 0.62
2.1 0.59 0.55 0.52 049 0.46 0.43 0.41 0.38 0.36 0.33
2.2 0.31 0.29 0.27 0.25 0.23 0.21 0.20 0.18 0.17 0.15
23 0.14 O3 0.11 010 0.09 0.08 0.08 0.07 0.06 0.05
24 0.05 0.04 0.04 0303 0.03 0.02 0.02 0.02 0.01 0.01
2.5 0.01 061 0.01 0.00 0.00 0.00 0.00 0.00 0.00 0.00

VALUESIN BODY OF TABLEARE ESTIMATES OF PERCENT DEFECTIVE CORRESPONDING TO SPECIFIC
VALUES OF Q- (AVERAGE ~L.OWER LIMIT) / (STANDARD DEVIATION) OR Q = (UPPER LIMIT - AVERAGE)
(STANDARB DEVIATIONY. FOR NEGATIVE Q VALUES, THE TABLE VALUES MUST BE SUBTRACTED
FROM 160.
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PERCENT DEFECTIVE ESTIMATION TABLE

VARIABILITY-UNKNOWN PROCEDURE SAMPLE STANDARD DEVIATION METHOD
SIZE
10
Q 0.00 0.01 0.02 0.03 0.04 0.05 0.06 0.07 0.08 0.09
0.0 50.00 49.62 49.23 48.85 48.46 48.08 47.70 47.31 46.93 46.54
0.1 46.16 45.78 45.40 45.01 44.63 44.25 43.87 43.49 43701 42.73
0.2 42.35 41.97 41.60 41.22 40.84 40.47 40.09 39.72 39.34 38.97
0.3 38.60 38.23 37.86 37.49 37.12 36.75 36.38 36.02 35.65 35.29
0.4 3493 34.57 3421 33.85 33.49 33.13 32.78 32.42 32.07 31.72
0.5 31.37 31.02 30.67 30.32 29.98 29.64 29.29 28 95 28,61 2828
0.6 2794 27.60 27.27 26.94 26.61 26.28 25.96 25.63 2531 24.99
0.7 24.67 2435 24.03 23.72 23.41 23.10 22,79 22.48 22.18 21.87
0.8 21.57 21.27 20.98 20.68 20.39 20.10 1984 1857 19.23 18.95
0.9 18.67 18.39 18.11 17.84 17.56 17.29 17.93 16.76 16.49 16.23
1.0 15.97 15.72 15.46 15.21 14.96 14.71 14.46 14.22 13.97 13.73
i.1 13.50 13.26 13.03 12.80 12.57 12.34 1212 11.90 11.68 11.46
1.2 11.24 11.03 10.82 10.61 10.41 10:21 10.00 9.81 9.61 9.42
1.3 9.22 9.03 8.85 8.66 8.48 5950 S5el2 7.95 7.77 7.60
1.4 7.44 7.27 7.10 6.94 6.78 6.63 6.47 6.32 6.17 6.02
1.5 5.87 5.73 5.59 5.45 5.31 S)18 5.05 4.92 4.79 4.66
1.6 4.54 4.41 4.30 4.18 4.06 3.95 3.84 3.73 3.62 3.52
1.7 341 331 321 3 A 3.02 2.93 2.83 2.74 2.66 2.57
1.8 2.49 2.40 2.32 2.25 2.17 2.09 2.02 1.95 1.88 1.81
1.9 1.75 1.68 1.62 196 1.50 1.44 1.38 1.33 1.27 1.22
2.0 1.17 1.12 1.07 1.03 0.98 0.94 0.90 0.86 0.82 0.78
2.1 0.74 0.71 0.67 0.64 061 0.58 0.55 0.52 0.49 0.46
2.2 0.44 0.41 0.39 0.37 0.34 0.32 0.30 0.29 0.27 0.25
23 0.23 0622 0.20 0.19 0.18 0.16 0.15 0.14 0.13 0.12
24 0.11 010 0.09 0.08 0.08 0.07 0.06 0.06 0.05 0.05
2.5 0.04 0.04 0.03 0.03 0.03 0.02 0.02 0.02 0.01 0.01
2.6 0:01 0.01 0.01 0.01 0.01 0.00 0.00 0.00 0.00 0.00

VALUES IN BODY OF TABLE ARE ESTIMATES OF PERCENT DEFECTIVE CORRESPONDING TO SPECIFIC
VALUES OF Q& (AVERAGE-LOWER LIMIT) / (STANDARD DEVIATION) OR Q = (UPPER LIMIT - AVERAGE)/
(STANDARD IDEVIATION). FOR NEGATIVE Q VALUES, THE TABLE VALUES MUST BE SUBTRACTED
FROM 100.
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PERCENT DEFECTIVE ESTIMATION TABLE

VARIABILITY-UNKNOWN PROCEDURE SAMPLE STANDARD DEVIATION METHOD
SIZE
11
Q 0.00 0.01 0.02 0.03 0.04 0.05 0.06 0.07 0.08 0.09
0.0 50.00 49.61 49.23 48.84 48.46 48.07 47.68 47.30 46 91 46.53
0.1 46.14 45.76 45.38 44.99 44.61 44.23 43.84 43.46 43.08 42.70
0.2 42.32 41.94 41.56 41.18 40.80 40.42 40.05 39.67 39.30 38.92
03 38.55 38.18 37.81 37.44 37.07 36.70 36.33 35.96 35.60 35.23
0.4 34.87 34.51 34.15 33.79 33.43 33.07 32.71 32.36 32.01 3165
0.5 31.30 30.95 30.60 30.26 2991 29.57 29.23 28.89 28.55 28.21
0.6 27.87 27.54 27.21 26.88 26.55 26.22 25.89 25.57 25.25 24.92
0.7 24.61 24.29 23.97 23.66 23.35 23.04 22073 22443 2212 21.82
0.8 21.52 21.22 20.93 20.63 20.34 20.05 19.76 1948 19.19 18.91
0.9 18.63 18.35 18.08 17.80 17.53 17.26 1200 16.73 16.47 16.21
1.0 15.95 15.70 15.44 15.19 14.94 14.70 14.45 14.21 13.97 13.73
1.1 13.50 13.26 13.03 12.81 12.58 12.36 12.13 191 11.70 11.48
1.2 11.27 11.06 10.85 10.65 10.44 10.24 10.05 9.85 9.66 9.46
1.3 9.28 9.09 8.90 8.72 854 8.36 8019 8.02 7.85 7.68
1.4 7.51 7.35 7.19 7.03 a8 6.71 6250 6.41 6.26 6.12
1.5 5.97 5.83 5.69 5.55 5.42 5.29 5.16 5.03 4.90 4.78
1.6 4.65 4.53 441 4.30 4l 8 4.07 3.96 3.85 3.75 3.64
1.7 3.54 3.44 3.34 3.25 3.15 306 2.97 2.88 2.79 271
1.8 2.62 2.54 2.46 2.38 2.3% 2.23 2.16 2.09 2.02 1.95
1.9 1.88 1.82 1.76 1.69 1.63 1.58 1.52 1.46 1.41 1.36
2.0 1.30 1.25 1.21 1.16 1.11 1.07 1.02 0.98 0.94 0.90
2.1 0.86 0.83 0.79 Q5 0.72 0.69 0.66 0.63 0.60 0.57
22 0.54 051 0.49 046 0.44 0.42 0.40 0.37 0.35 0.33
2.3 0.32 0.30 0,28 026 0.25 0.23 0.22 0.21 0.19 0.18
24 0.17 0.16 0.15 014 0.13 0.12 0.11 0.10 0.09 0.09
24 0.08 0.07 0.07 0.06 0.06 0.05 0.05 0.04 0.04 0.04
2.6 0.03 0.03 0.03 0.02 0.02 0.02 0.02 0.01 0.01 0.01
2N 0.01 0.01 0.01 0.01 0.01 0.00 0.00 0.00 0.00 0.00

VALUESAN BODY OF TABLE ARE ESTIMATES OF PERCENT DEFECTIVE CORRESPONDING TO SPECIFIC
VALUES OF Q = (AVERAGE - LOWER LIMIT) / (STANDARD DEVIATION) OR Q= (UPPER LIMIT - AVERAGE) /
(STANDARD DEVIATION). FOR NEGATIVE Q VALUES, THE TABLE VALUES MUST BE SUBTRACTED
FROM 100,
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PERCENT DEFECTIVE ESTIMATION TABLE

VARIABILITY-UNKNOWN PROCEDURE SAMPLE STANDARD DEVIATION METHOD
SIZE
12

Q 0.00 0.01 0.02 0.03 0.04 0.05 0.06 0.07 0.08 0.09
0.0 50.00 49.61 49.23 48.84 48.45 48.06 47.68 47.29 46190 46.52
0.1 46.13 45.74 45.36 44.97 44.59 44.20 43.82 43.44 4305 42.67
0.2 42.29 41.91 41.53 41.15 40.77 40.39 40.01 39.64 39.26 38.89
0.3 38.51 38.14 37.77 37.39 37.02 36.65 36.29 35.92 3555 35.19
0.4 34.82 34.46 34.10 33.74 33.38 33.02 32.66 3231 31.96 3860
0.5 31.25 30.90 30.55 30.21 29.86 29.52 29.18 28.83 28.50 28116
0.6 27.82 27.49 27.16 26.82 26.50 26.17 25.84 25.52 25.20 24.88
0.7 24.56 24.24 23.93 23.61 23.30 22.99 22.65 22.38 22.08 21.78
0.8 21.48 21.18 20.89 20.59 20.30 20.01 19.73 19.44 19.16 18.88
0.9 18.60 18.32 18.05 17.78 17.51 17.24 16.98 1671 16145 16.19
1.0 15.94 15.68 15.43 15.18 14.94 14.69 14.45 .21 13.97 13.73
1.1 13.50 13.27 13.04 12.81 12.59 12.37 12,15 11.93 11.71 11.50
1.2 11.29 11.08 10.88 10.67 10.47 10.27 10:08 9.88 9.65 9.50
13 9.32 9.13 8.95 8.77 8.59 8.41 §24 8.07 7.90 7.73
1.4 7.57 7.41 7.25 7.09 6.93 6.78 6.63 6.48 6.34 6.19
1.5 6.05 591 5.77 5.64 5.50 537 5.24 5.11 4.99 4.86
1.6 4.74 4.62 4.51 4.39 4.28 4.17 4.06 3.95 3.85 3.74
1.7 3.64 3.54 345 3.35 3.26 3.16 3.07 2.99 2.90 2.81
1.8 2.73 2.65 2.57 2.49 242 2.34 2.27 2.20 2.13 2.06
1.9 1.99 1.93 1.86 1580 1.74 D68 1.62 1.57 1.51 1.46
2.0 1.41 1.36 131 1.26 b21 1.17 1.12 1.08 1.04 1.00
2.1 0.96 0.92 0.88 0.85 0.81 0.78 0.75 0.71 0.68 0.65
2.2 0.63 0.60 057 0.54 0.52 0.49 0.47 0.45 0.43 0.41
23 0.39 0.37 058 0.33 0.31 0.30 0.28 0.27 0.25 0.24
2.4 0.22 0.210.20 019 0.18 0.16 0.15 0.14 0.14 0.13

2.5 0.12 04l 0.10 0.10 0.09 0.08 0.08 0.07 0.07 0.06
2.6 0.06 0.05 0.05 0.04 0.04 0.04 0.03 0.03 0.03 0.03
2.7 0.02 0.02 0,02 0.02 0.02 0.01 0.01 0.01 0.01 0.01
2.8 0.01 0.01 .01 0.00 0.00 0.00 0.00 0.00 0.00 0.00

VALUES IN BODY OF TABLE ARE ESTIMATES OF PERCENT DEFECTIVE CORRESPONDING TO SPECIFIC
VALUES QF O = (AVERAGE - LOWER LIMIT) / (STANDARD DEVIATION) OR Q = (UPPER LIMIT - AVERAGE)/
(STANDARD DEVIATION). FOR NEGATIVE Q VALUES, THE TABLE VALUES MUST BE SUBTRACTED
FROM 100.
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PERCENT DEFECTIVE ESTIMATION TABLE

VARIABILITY-UNKNOWN PROCEDURE SAMPLE STANDARD DEVIATION METHOD
SIZE
13
Q 0.00 0.01 0.02 0.03 0.04 0.05 0.06 0.07 0.08 0.09
0.0 50.00 49.61 49.22 48.83 48.45 48.06 47.67 47.28 46.89 46.51
0.1 46.12 45.73 45.35 44.96 44.57 44.19 43.80 43.42 4304 42.65
0.2 42.27 41.89 41.51 41.13 40.75 40.37 39.99 39.61 39.23 38.86
0.3 38.48 38.11 37.73 37.36 36.99 36.62 36.25 35.88 3552 35.15
0.4 34.79 34.42 34.06 33.70 33.34 32.98 32.63 32.27 31.92 31.56
0.5 31.21 30.86 30.51 30.17 29.82 29.48 29.13 28.79 2845 28:12
0.6 27.78 27.45 27.11 26.78 26.45 26.13 25.80 2548 25.16 24.84
0.7 24.52 24.20 23.89 23.58 23.27 22.96 22365 2235 22904 21.74
0.8 2145 21.15 20.86 20.56 20.27 19.99 1970 1942 19.13 18.85
0.9 18.58 18.30 18.03 17.76 17.49 17.22 16.96 16.70 16.44 16.18
1.0 15.93 15.67 15.42 15.18 14.93 14.69 14.44 1420 13.97 13.73
1.1 13.50 13.27 13.05 12.82 12.60 12.38 12.16 94 11.73 11.52
1.2 11.31 11.10 10.90 10.70 10.50 10.30 10.10 9.91 9.72 9.53
1.3 9.35 9.17 8.98 8.81 8.63 8.45 8.28 8.11 7.95 7.78
1.4 7.62 7.46 7.30 7.14 6:99 0.84 6,09 6.54 6.39 6.25
1.5 6.11 5.97 5.83 5.70 5.57 5.44 5.31 5.18 5.06 4.94
1.6 4.82 4.70 4.58 4.47 4.36 4.25 4.14 4.03 3.93 3.82
1.7 3.72 3.62 353 3.43 3.34 325 3.16 3.07 2.98 2.90
1.8 2.82 2.74 2.66 2.58 730 2.43 2.35 2.28 2.21 2.15
1.9 2.08 2.01 1.95 1289 1.83 177 1.71 1.65 1.60 1.54
2.0 1.49 1.44 1.39 1.34 1.30 1.25 1.21 I.16 1.12 1.08
2.1 1.04 1.00 0.96 0092 0.89 0.85 0.82 0.79 0.76 0.72
22 0.69 0.67 0.64 061 0.58 0.56 0.53 0.51 0.49 0.47
2.3 0.45 042 0.40 0.39 0.37 0.35 0.33 0.32 0.30 0.29
24 0.27 0.26 0.24 0.23 0.22 0.21 0.19 0.18 0.17 0.16
25 0.15 0214 0.14 0.13 0.12 0.11 0.11 0.10 0.09 0.09
2.6 0.08 0%08 0.07 0.07 0.06 0.06 0.05 0.05 0.04 0.04
2.7 0.04 0.04 0.03 0.03 0.03 0.02 0.02 0.02 0.02 0.02
2%8 002 0.01 0.01 0.01 0.01 0.01 0.01 0.01 0.01 0.01
2.9 0.01 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00

VALUES IN BODY OF TABLE ARE ESTIMATES OF PERCENT DEFECTIVE CORRESPONDING TO SPECIFIC
VALUES OF Q = (AVERAGE - LOWER LIMIT) / (STANDARD DEVIATION) OR Q = (UPPER LIMIT - AVERAGE)/
(STANDARD DEVIATION). FOR NEGATIVE Q VALUES, THE TABLE VALUES MUST BE SUBTRACTED
FROM 100,
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PERCENT DEFECTIVE ESTIMATION TABLE

VARIABILITY-UNKNOWN PROCEDURE SAMPLE STANDARD DEVIATION METHOD
SIZE
14
Q 0.00 0.01 0.02 0.03 0.04 0.05 0.06 0.07 0.08 0.09
0.0 50.00 49.61 49.22 48.83 48.44 48.05 47.66 47.27 46.89 46.50
0.1 46.11 45.72 45.33 44.95 44.56 44.17 43.79 43.40 4302 42.63
0.2 42.25 41.87 41.49 41.11 40.72 40.34 39.97 39.59 39.21 38.83
0.3 38.46 38.08 37.71 37.34 36.96 36.59 36.22 35.85 35.49 35.12
0.4 34.76 34.39 34.03 33.67 33.31 3295 32.59 32.24 31.88 353
0.5 31.18 30.83 30.48 30.13 29.79 29.44 29.10 28.76 28.42 28.08
0.6 27.75 2741 27.08 26.75 26.42 26.09 25.77 25.45 25.12 2481
0.7 24.49 24.17 23.86 23.55 23.24 2293 22.62 2232 22.02 21.72
0.8 21.42 21.12 20.83 20.54 20.25 19.96 19.68 19689 19.11 18.84
0.9 18.56 18.28 18.01 17.74 17.48 17.21 16.95 16.69 16.43 16.17
1.0 15.92 15.67 15.42 15.17 14.92 14.68 14.44 14.20 13.97 13.74
1.1 13.50 13.28 13.05 12.83 12.60 12.39 12,17 R85 11.74 11.53
1.2 11.32 11.12 10.92 10.72 10,52 10.32 10:13 9.94 9.75 9.56
13 9.38 9.19 9.01 8.84 8.66 8.49 332 8.15 7.98 7.82
1.4 7.66 7.50 7.34 7.18 7.03 6.88 6.73 6.59 6.44 6.30
1.5 6.16 6.02 5.89 5.75 5.62 49 5.36 5.24 5.12 4.99
1.6 4.88 4.76 4.64 4.53 4.42 431 4.20 4.09 3.99 3.89
1.7 3.79 3.69 3.59 3.50 3.41 3.32 3.23 3.14 3.05 2.97
1.8 2.89 2.81 2.73 2.65 2.57 2.50 243 2.35 2.28 2.22
1.9 2.15 2.08 2.02 1.96 1.90 1.84 1.78 1.72 1.67 1.61
2.0 1.56 1.51 1.46 1.41 1.36 1.32 1.27 1.23 1.18 1.14
2.1 1.10 1.06 1.02 0.99 095 0.92 0.88 0.85 0.82 0.78
2.2 0.75 0.72 0.69 0.67 0.64 0.61 0.59 0.56 0.54 0.52
23 0.50 047 0.45 0.43 0.41 0.40 0.38 0.36 0.34 0.33
24 0.31 0130 028 027 0.26 0.24 0.23 0.22 0.21 0.20
2.5 0.19 048 0.17 0.16 0.15 0.14 0.13 0.12 0.12 0.11
2.6 0.10 6.10 0.09 0.09 0.08 0.08 0.07 0.07 0.06 0.06
2.7 0.05 0.05 0,05 0.04 0.04 0.04 0.03 0.03 0.03 0.03
2.8 0.03 0.02 g.02 0.02 0.02 0.02 0.01 0.01 0.01 0.01
2.9 0.01 0.0l 0.01 0.01 0.01 0.01 0.01 0.00 0.00 0.00

VALUESTN BODY OF TABLE ARE ESTIMATES OF PERCENT DEFECTIVE CORRESPONDING TO SPECIFIC
VALUES OF Q= (AVERAGE - LOWER LIMIT) / (STANDARD DEVIATION) OR Q =(UPPER LIMIT - AVERAGE)/
(STANDARD DEVIATION). FOR NEGATIVE Q VALUES, THE TABLE VALUES MUST BE SUBTRACTED
FROM 100.
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PERCENT DEFECTIVE ESTIMATION TABLE

VARIABILITY-UNKNOWN PROCEDURE SAMPLE STANDARD DEVIATION METHOD
SIZE
15
Q 0.00 0.01 0.02 0.03 0.04 0.05 0.06 0.07 0.08 0.09
0.0 50.00 49.61 49.22 48.83 48.44 48.05 47.66 47.27 46.88 46.49
0.1 46.10 45.71 45.33 44.94 44.55 44.16 43.78 43.39 4301 42.62
0.2 4224 41.85 41.47 41.09 40.71 40.33 39.95 39.57 3919 38.81
0.3 38.44 38.06 37.69 37.31 36.94 36.57 36.20 35.83 35.46 35.10
0.4 34.73 34.37 34.00 33.64 33.28 32.92 32.57 32.21 31.85 3150
0.5 31.15 30.80 30.45 30.10 29.76 29.41 29.07 28.73 28.39 28.05
0.6 2772 27.39 27.05 26.72 26.39 26.07 25.74 25.42 25.10 24778
0.7 24 .46 24.15 23.83 23.52 23.21 22.90 22.60 22.30 21.99 21.70
0.8 21.40 21.10 20.81 20.52 20.23 19.94 19.66 19688 19.10 18.82
0.9 18.54 18.27 18.00 17.73 17.46 17.20 16.94 16.08 16.42 16.16
1.0 1591 15.66 15.41 15.17 14.92 14.68 14.44 14.20 13.97 13.74
1.1 13.51 13.28 13.05 12.83 12.61 12.39 1218 11.96 11.75 11.54
1.2 11.34 11.13 10.93 10.73 10.53 10.34 101 5 9.96 9.77 9.58
1.3 040 9.22 9.04 8.86 8.69 8.52 8.35 8.18 8.01 7.85
1.4 7.69 7.53 7.37 7.22 791 6.92 6.77 6.63 6.48 6.34
1.5 6.20 6.06 5.93 5.80 5.67 5.54 541 5.29 5.16 5.04
1.6 492 4.81 4.69 4.58 4.47 4.36 4.25 4.15 4.05 3.94
1.7 3.84 3.75 3.65 356 3.46 3.3¢ 3.28 3.20 3.11 3.03
1.8 2.94 2.86 2.79 2.71 2.63 2.56 2.49 2.41 2.34 2.28
1.9 2.21 2.14 2.08 2.02 1.96 1.90 1.84 1.78 1.73 1.67
2.0 1.62 1.57 152 1.47 1.42 1.37 1.33 1.28 1.24 1.20
2.1 1.16 1.12 1.08 1.04 1.00 0.97 0.93 0.90 0.87 0.83
22 0.80 0.77 0.74 0.7 0.69 0.66 0.63 0.61 0.58 0.56
2.3 0.54 062 0149 0.47 0.45 0.43 0.42 0.40 0.38 0.36
24 035 0.33 032 040 0.29 0.27 0.26 0.25 0.24 0.23
25 021 020 0.19 0.18 0.17 0.17 0.16 0.15 0.14 0.13
26 0.13 0.12 0.11 0.11 0.10 0.09 0.09 0.08 0.08 0.07
2.7 0.07 0.06 0.06 0.06 0.05 0.05 0.05 0.04 0.04 0.04
2.8 0.03 D03 0.03 0.03 0.03 0.02 0.02 0.02 0.02 0.02
29 0.02 0.01 0.01 0.01 0.01 0.01 0.01 0.01 0.01 0.01
3.0 0.01 0.01 0.01 0.0 0 0.00 0.00 0.00 0.00 0.00 0.00

VALUES IN BODY OF TABLE ARE ESTIMATES OF PERCENT DEFECTIVE CORRESPONDING TO SPECIFIC
VALUES OF Q = (AVERAGE - LOWER LIMIT) / (STANDARD DEVIATION) OR Q =(UPPER LIMIT - AVERAGE)/
(STANDARD DEVIATION). FOR NEGATIVE Q VALUES, THE TABLE VALUES MUST BE SUBTRACTED
FROM 100.
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PERCENT DEFECTIVE ESTIMATION TABLE

VARIABILITY-UNKNOWN PROCEDURE SAMPLE STANDARD DEVIATION METHOD
SIZE
16
Q 0.00 0.01 0.02 0.03 0.04 0.05 0.06 0.07 0.08 0.09
0.0 50.00 49.61 49.22 48.83 48.44 48.05 47.66 47.26 46.87 46.48
0.1 46.10 45.71 45.32 4493 44.54 44.15 43.77 43.38 4299 42.61
0.2 42.22 41.84 41.46 41.07 40.69 40.31 39.93 39.55 39.17 38.79
0.3 3842 38.04 37.67 37.29 36.92 36.55 36.18 35.8] 35.44 35.07
0.4 34.71 3434 33.98 33.62 33.26 32.90 32.54 32.19 31.83 31.48
0.5 31.13 30.78 30.43 30.08 29.73 29.39 29.05 28.71 28.37 28.03
0.6 27.70 27.36 27.03 26.70 2637 . 26.04 25 42 25.40 25.08 24.76
0.7 24.44 24.12 23.81 23.50 23.19 22.88 22.58 2228 21.98 21.68
0.8 21.38 21.09 20.79 20.50 20.21 19.93 19.64 19236 19.08 18.81
0.9 18.53 18.26 17.99 17.72 17.45 17.19 693 16.67 16.41 16.16
1.0 15.90 15.65 15.41 15.16 14.92 14.68 14.44 14.20 13.97 13.74
1.1 13.51 13.28 13.06 12.84 12.62 12.40 12.18 .97 11.76 11.55
1.2 11.35 11.14 10.94 10.74 10.55 10.35 10.16 9.97 9.79 9.60
1.3 5.42 9.24 9.06 8.88 871 8.54 8.37 8.20 8.04 7.88
14 7.72 7.56 7.40 7.25 7.10 6.95 6.80 6.66 6.52 6.38
1.5 6.24 6.10 5.97 5.83 5.70 5.58 5.45 5.33 5.20 5.08
1.6 497 4.85 4.74 4.62 451 440 4.30 4.19 4.09 3.99
1.7 3.89 3.79 3.70 3.60 3.51 342 3.33 3.25 3.16 3.08
1.8 2.99 2.91 2.83 276 2.68 2.61 2.54 246 2.39 2.33
1.9 2.26 2.19 2.13 2.07 2.01 1.95 1.89 1.83 1.78 1.72
2.0 1.67 1.62 1.57 1.52 1.47 1.42 1.38 1.33 1.29 1.25
2.1 1.20 1.16 1.12 1465 1.05 1.01 0.98 0.94 0.91 0.88
22 0.85 0.81 0.78 0576 0.73 0.70 0.67 0.65 0.62 0.60
23 0.58 055 0.53 0.51 0.49 0.47 0.45 0.43 0.41 0.40
24 0.38 0.36 0.35 033 0.32 0.30 0.25 0.28 0.26 0.25
245 0.24 0.23 0.22 0.21 0.20 0.19 0.18 0.17 0.16 0.15
2.6 0.14 0.14 0.13 0.12 0.12 0.11 0.10 0.10 0.09 0.09
2 0.08 0.08 0.07 0.07 0.07 0.06 0.06 0.05 0.05 0.05
2.8 0.04 0,04 0.04 0.04 0.03 0.03 0.03 0.03 0.03 0.02
2.9 0402 0.02 0.02 0.02 0.02 0.02 0.01 0.01 0.01 0.01
3.0 0.01 0.01 0.01 0.01 0.01 0.01 0.01 0.01 0.00 0.00

VALUESHUN BODY OF TABLE ARE ESTIMATES OF PERCENT DEFECTIVE CORRESPONDING TO SPECIFIC
VALUES OFQ = (AVERAGE - LOWER LIMIT) / (STANDARD DEVIATION) OR Q =(UPPER LIMIT - AVERAGE) /
(STANDARD DEVIATION). FOR NEGATIVE Q VALUES, THE TABLE VALUES MUST BE SUBTRACTED
FROM 100.
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PERCENT DEFECTIVE ESTIMATION TABLE

VARIABILITY-UNKNOWN PROCEDURE SAMPLE STANDARD DEVIATION METHOD
SIZE
17
Q 0.00 0.01 0.02 0.03 0.04 0.05 0.06 0.07 0.08 0.09
0.0 50.00 49.61 49.22 48.83 48.43 48.04 47.65 47.26 487 46.48
0.1 46.09 45.70 4531 44.92 44.53 44.15 43.76 43.37 4298 42.60
0.2 42.21 41.83 41.44 41.06 40.68 40.30 39.92 39.54 39.16 38.78
0.3 38.40 38.03 37.65 37.28 36.90 36.53 36.16 35.79 35.42 35.06
0.4 34.69 34.33 33.96 33.60 33.24 32.88 32.52 32.17 31.81 46
0.5 31.11 30.76 30.41 30.06 29.71 29.37 29.03 28.69 28.35 2801
0.6 27.68 27.34 27.01 26.68 26.35 26.02 25.70 25.38 25.06 24774
0.7 24.42 24.11 23.79 23.48 23.17 22.87 22.56 22.26 21.96 21.66
0.8 21.36 21.07 20.78 20.49 20.20 19.92 19.63 19635 19.07 18.79
0.9 18.52 18.25 17.98 17.71 17.44 17.18 16.92 16:66 16.41 16.15
1.0 15.90 15.65 15.40 15.16 14.92 14.68 14.44 14,20 13.97 13.74
1.1 13.51 13.29 13.06 12.84 12.62 12.40 12.19 108 11.77 11.56
1.2 11.36 11.15 10.95 10.76 10.56 bO.37 10:18 9.99 9.80 9.62
13 9.44 9.26 9.08 8.90 8.73 8.56 8.39 8.23 8.06 7.90
1.4 7.74 7.58 7.43 7.28 743 6.98 6.83 6.69 6.55 6.41
1.5 6.27 6.13 6.00 5.87 5.74 5,601 5.48 5.36 5.24 5.12
1.6 5.00 4.89 473 4.66 4155 4.44 4.34 4.23 4.13 4.03
1.7 3.93 3.83 3.74 364 395 3.46 3.37 3.29 3.20 3.12
1.8 3.04 2.96 2.88 2080 2.72 2.65 2.58 2.51 2.44 2.37
1.9 2.30 2.24 2.17 201 2.05 1.99 1.93 1.87 1.82 1.76
2.0 1.71 1.66 161 1.56 1.51 1.46 142 1.37 1.33 1.29
2.1 1.24 1.20 [.16 1.12 1,09 1.05 1.02 0.98 0.95 0.91
22 0.88 0.85 0.82 0.79 0.76 0.74 0.71 0.68 0.66 0.63
2.3 0.61 0659 0.56 0.54 0.52 0.50 0.48 0.46 0.44 0.42
24 0.41 (.39 037 0686 0.34 0.33 031 0.30 0.29 0.27
2.5 0.26 025 0.24 0.23 0.22 0.21 0.20 0.19 0.18 0.17
26 016 0.15 0.15 0.14 0.13 0.13 0.12 0.11 0.11 0.10
2.7 0.10 0.09 0.09 0.08 0.08 0.07 0.07 0.06 0.06 0.06
2.8 0.05 (S 0.05 0.04 0.04 0.04 0.04 0.03 0.03 0.03
2.9 0.03 003 0.02 0.02 0.02 0.02 0.02 0.02 0.02 0.01
3.0 0.01 0.01 0.01 0.01 0.01 0.01 0.01 0.01 0.01 0.01
31 0,01 0.01 0.01 0.00 0.00 0.00 0.00 0.00 0.00 0.00

VALUES INIBODY OF TABLE ARE ESTIMATES OF PERCENT DEFECTIVE CORRESPONDING TO SPECIFIC
VALUES OF Q =(AVERAGE - LOWER LIMIT) / (STANDARD DEVIATION) OR Q = (UPPER LIMIT - AVERAGEY
(STANDARD DEVIATION). FOR NEGATIVE Q VALUES, THE TABLE VALUES MUST BE SUBTRACTED
FROM 100.
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PERCENT DEFECTIVE ESTIMATION TABLE

VARIABILITY-UNKNOWN PROCEDURE SAMPLE STANDARD DEVIATION METHOD
SIZE
18
Q 0.00 0.01 0.02 0.03 0.04 0.05 0.06 0.07 0.08 0.09
0.0 50.00 49.61 4922 48.82 48.43 48.04 47.65 47.26 46087 46.48
0.1 46.08 45.69 4530 44.92 44.53 44.14 43.75 43.36 4298 42.59
0.2 42.20 41.82 41.43 41.05 40.67 40.29 39.91 39.53 39.15 38.77
0.3 38.39 38.01 37.64 37.26 36.89 36.52 36.15 35.78 35.41 35.04
0.4 34.67 34.31 33.95 33.58 33.22 32.86 3251 32.15 31.79 31.44
0.5 31.09 30.74 30.39 30.04 29.70 29.35 29.01 28.67 28.33 2799
0.6 27.66 27.32 26.99 26.66 26.33 26.01 25.68 25.36 25.04 2472
0.7 2441 24.09 23.78 23.47 23.16 22.85 22.35 22.25 21.95 21.65
0.8 21.35 21.06 20.77 20.48 20.19 19.90 19162 19.34 19.06 18.79
0.9 18.51 18.24 17.97 17.70 17.44 17.18 16.91 16.66 16.40 16.15
1.0 15.90 15.65 15.40 15.16 14.92 14.68 14.44 14.20 13.97 13.74
1.1 13.51 13.29 13.07 12.84 12.63 12.41 12.20 9% 11.78 11.57
1.2 11.37 11.16 10.96 10.77 9.57 10.38 10315 10.00 9.81 9.63
1.3 9.45 9.27 9.09 8.92 8.75 8.58 s 8.25 8.08 7.92
1.4 7.76 7.61 745 7.30 798 7.00 6.86 6.71 6.57 6.43
1.5 6.29 6.16 6.03 5.90 5.77 o4 5.51 5.39 5.27 5.15
1.6 5.03 492 4.80 4.69 4.58 4.48 4.37 427 4.16 4.06
1.7 3.96 3.87 3.77 3168 358 3.50 341 3.32 3.24 3.15
1.8 3.07 2.99 2.91 2.84 2.76 2.69 2.62 2.54 2.47 2.41
1.9 2.34 2.27 2.21 245 2.09 2.03 1.97 1.91 1.86 1.80
2.0 1.75 1.70 165 1.60 L.55 1.50 1.45 1.41 1.36 1.32
2.1 1.28 1.24 1.20 1.16 012 1.08 1.05 1.01 0.98 0.95
22 0.91 0.88 0.85 0.82 0.79 0.77 0.74 0.71 0.69 0.66
23 0.64 0861 0159 0.57 0.55 0.53 0.51 0.49 0.47 0.45
2.4 0.43 041 040 0.38 0.37 0.35 0.34 0.32 0.31 0.30
2.5 0.28 027 0.26 0.25 0.24 0.23 0.22 0.21 0.20 0.19
2.9 0.18 0.17 0.16 0.15 0.15 0.14 0.13 0.13 0.12 0.11
2.7 0.11 0.10 0,10 0.09 0.09 0.08 0.08 0.07 0.07 0.07
2.8 0.06 0.06 0.06 0.05 0.05 0.05 0.04 0.04 0.04 0.04
29 0.03 0.03 0.03 0.03 0.03 0.02 0.02 0.02 0.02 0.02
3.0 0.02 0.02 0.02 0.01 0.01 0.01 0.01 0.01 0.01 0.01
3.1 0.01 0.01 0.01 0.01 0.01 0.01 0.01 0.00 0.00 0.00

VALUES IN BODY OF TABLE ARE ESTIMATES OF PERCENT DEFECTIVE CORRESPONDING TO SPECIFIC
VALUES OF Q =(AVERAGE - LOWER LIMIT) / (STANDARD DEVIATION) OR Q = (UPPER LIMIT - AVERAGEY/
(STANDARD DEVIATION). FOR NEGATIVE Q VALUES, THE TABLE VALUES MUST BE SUBTRACTED
FROM 100.
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PERCENT DEFECTIVE ESTIMATION TABLE

VARIABILITY-UNKNOWN PROCEDURE SAMPLE STANDARD DEVIATION METHOD
SIZE
19
Q 0.00 0.01 0.02 0.03 0.04 0.05 0.06 0.07 0.08 0.09
0.0 50.00 49.61 49.22 48.82 4843 48.04 47.65 47.25 46.86 46.47
0.1 46.08 45.69 45.30 44.91 44.52 44.13 43.74 43.36 4297 42.58
0.2 42.20 41.81 41.43 41.04 40.66 40.28 39.90 39.51 39.13 38.76
0.3 38.38 38.00 37.63 37.25 36.88 36.51 36.13 35.76 35.40 35.03
0.4 34.66 34.30 33.93 33.57 33.21 32.85 32.49 32.13 31.78 3043
0.5 31.07 30.72 30.37 30.03 29.68 29.34 28.99 28.65 28.31 27.98
0.6 27.64 2731 26.98 26.65 26.32 25.99 25.67 25085 2503 24.71
0.7 2439 24.08 23.76 2345 23.15 22.84 22 54 2293 2193 21.64
0.8 21.34 21.05 20.75 20.47 20.18 19.89 19561 1933 19.05 18.78
0.9 18.50 18.23 17.96 17.70 17.43 17.17 16.91 16.65 16.40 16.14
1.0 15.89 15.64 15.40 15.16 14.91 14.67 14.44 14.20 13.97 13.74
1.1 13.52 13.29 13.07 12.85 12.63 12.41 12.20 11.99 11.78 11.58
1.2 11.37 11.17 10.97 10.78 10.58 10.39 10.20 10.01 9.83 9.64
13 9.46 9.29 9.11 8.94 8.76 8.59 843 8.26 8.10 7.94
t4 7.78 7.63 7.47 7.32 7.17 7.02 6188 6.73 6.59 6.45
1.5 6.32 6.18 6.05 5.92 5.79 5.66 5.54 5.42 5.30 5.18
1.6 5.06 4.95 4.88 472 4.61 451 4.40 4.30 4.19 4.09
1.7 4.00 3.90 3.80 74 3.62 3.53 3.44 3.35 3.27 3.19
1.8 3.11 3.03 2.95 2.87 2.79 2.72 2.65 2.58 2.51 2.44
1.9 2.37 231 2.24 2718 2.12 2.06 2.00 1.94 1.89 1.83
2.0 1.78 1.73 1.65 1.63 1.58 1.53 1.48 1.44 1.39 1.35
2.1 1.31 1.27 1.23 1.19 b.15 1.11 1.08 1.04 1.01 0.98
2.2 0.94 0.91 0.88 085 0.82 0.79 0.76 0.74 0.71 0.69
23 0.66 0.64 0.62 0.59 0.57 0.55 0.53 0.51 0.49 0.47
24 0.45 0.44 042 040 0.39 0.37 0.36 0.34 0.33 0.31
2.5 0.30 0.29 0.28 0.26 0.25 0.24 0.23 0.22 0.21 0.20
2.6 0.19 0.18 0.18 0.17 0.16 0.15 0.15 0.14 0.13 0.13
2% 0.12 0.11 0.11 0.10 0.10 0.09 0.09 0.08 0.08 0.07
2.8 0.0% 0.07 0.06 0.06 0.06 0.05 0.05 0.05 0.05 0.04
2.9 0.04 0.04 0.04 0.03 0.03 0.03 0.03 0.03 0.02 0.02
3.0 0.02 0.02 0.02 0.02 0.02 0.02 0.01 0.01 0.01 0.01
3.1 0.01 0.01 0.01 0.01 0.01 0.01 0.01 0.01 0.01 0.01
32 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 -

VALUES INBODY OF TABLE ARE ESTIMATES OF PERCENT DEFECTIVE CORRESPONDING TO SPECIFIC
VALUES OF Q =(AVERAGE - LOWER LIMIT)/ (STANDARD DEVIATION) OR Q = (UPPER LIMIT - AVERAGE)/
(STANDARD DEVIATION). FOR NEGATIVE Q VALUES, THE TABLE VALUES MUST BE SUBTRACTED
FROM 100.
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PERCENT DEFECTIVE ESTIMATION TABLE

VARIABILITY-UNKNOWN PROCEDURE SAMPLE STANDARD DEVIATION METHOD
SIZE
20
Q 0.60 0.01 0.02 0.03 0.04 0.05 0.06 0.07 0.08 0.09
0.0 50.00 49.61 49.21 48.82 48.43 48.04 47.64 47.25 46086 46.47
0.1 46.08 45.69 45.30 4491 44.52 44.13 43.74 43.35 42.96 42.57
0.2 42.19 41.80 41.42 41.03 40.65 40.27 39.89 36.51 39.13 38.75
03 38.37 37.99 37.62 37.24 36.87 36.49 36.12 35.75 35.38 35.02
0.4 34.65 34.28 33.92 33.56 33.20 32.84 32.48 32.12 31.77 o4l
0.5 31.06 30.71 30.36 30.01 29.67 29.32 28.98 28.64 28.30 27.96
0.6 27.63 27.30 26.96 26.63 26.31 2598 25.66 25.33 25.01 24.70
0.7 24.38 24.06 23.75 23.44 23.13 22.83 2252 2222 21.92 21.63
0.8 21.33 21.04 20.75 20.46 20.17 19.89 19:60 1937 19.05 18.77
0.9 18.50 18.23 17.96 17.69 17.43 17.16 1690 16.65 16.39 16.14
1.0 15.89 15.64 15.40 15.15 14.91 14.67 14.44 14.20 13.97 13.74
1.1 13.52 13.29 13.07 12.85 12.63 12.42 12.21 12200 11.79 11.58
1.2 11.38 11.18 10.98 10.78 10.59 10.40 10001 10.02 9.84 9.66
1.3 9.48 9.30 9.12 8.95 8.78 8.61 §.44 8.28 8.12 7.96
1.4 7.80 7.64 7.49 7.34 N ) 7.04 6.90 6.75 6.61 6.48
1.5 6.34 6.20 6.07 5.94 S5.81 5,69 5.56 5.44 5.32 5.20
1.6 5.08 4.97 4.86 475 4.64 4.53 4.43 4.32 4.22 4.12
1.7 4.02 3.93 3.83 374 3%5 3.56 3.47 3.38 3.30 3.21
1.8 3.13 3.05 2.98 2.90 2.82 2.75 2.68 2.61 2.54 2.47
1.9 240 2.34 2.27 221 2.15 2.09 2.03 1.97 1.92 1.86
2.0 1.81 1.76 171 1.66 1.61 1.56 1.51 1.47 1.42 1.38
2.1 1.34 1.30 1.26 122 118 1.14 1.10 1.07 1.03 1.00
2.2 0.97 0.94 0.90 0.87 0.85 0.82 0.79 0.76 0.74 0.71
2.3 0.68 0.66 0364 0.61 0.59 0.57 0.55 0.53 0.51 0.49
2.4 0.47 0.45 0.44 0.42 0.40 0.39 0.37 0.36 0.34 0.33
2.5 0.32 030 0.29 0.28 0.27 0.26 0.25 0.24 0.23 0.22
2% 0.21 0.20 0.19 0.18 0.17 0.16 0.16 0.15 0.14 0.14
2.7 0.13 0.12 0,12 0.11 0.11 0.10 0.10 0.09 0.09 0.08
2.8 0.08 0.07 0.07 0.07 0.06 0.06 0.06 0.05 0.05 0.05
2.9 0.08 (.04 0.04 0.04 0.04 0.03 0.03 0.03 0.03 0.03
3.0 0.03 0.02 0.02 0.02 0.02 0.02 0.02 0.02 0.01 0.01
3.1 0,01 0.01 0.01 0.01 0.01 0.01 0.01 0.01 0.01 0.01
3.2 0.01 0.01 0.01 0.01 0.00 0.00 0.00 0.00 0.00 0.00

VALUES IN BODY OF TABLE ARE ESTIMATES OF PERCENT DEFECTIVE CORRESPONDING TO SPECIFIC
VALUES OF Q = (AVERAGE - LOWER LIMIT) / (STANDARD DEVIATION) OR Q= (UPPER LIMIT - AVERAGE) /
(STANDARD DEVIATION). FOR NEGATIVE Q VALUES, THE TABLE VALUES MUST BE SUBTRACTED
FROM 100.
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PERCENT DEFECTIVE ESTIMATION TABLE

VARIABILITY-UNKNOWN PROCEDURE SAMPLE STANDARD DEVIATION METHOD
SIZE
21
Q 0.00 0.01 0.02 0.03 0.04 0.05 0.06 0.07 0.08 0.09
0.0 50.00 49.61 49.21 48.82 48.43 48.03 47.64 47.25 46.86 46.47
0.1 46.07 45.68 45.29 44.90 4451 44.12 43.73 43.34 42.96 42.57
0.2 42.18 41.80 41.41 41.03 40.64 40.26 39.88 39.50 39.12 38.74
0.3 38.36 37.98 37.61 37.23 36.86 36.48 36.11 35.74 35.37 35.00
0.4 34.64 34.27 3391 33.55 33.18 32.82 32.47 32.11 31.75 3040
0.5 31.05 30.70 30.35 30.00 29.66 2931 28.97 28.63 28.29 27.95
0.6 27.62 27.28 26.95 26.62 26.29 25.97 25.64 2532 25.00 24.68
0.7 24.37 24.05 23.74 23.43 23.12 22.82 22457 2221 2191 21.62
0.8 21.32 21.03 20.74 20.45 20.16 19.88 19.60 1932 19.04 18.76
0.9 18.49 18.22 17.95 17.69 17.42 17.16 16.90 16.64 16.39 16.14
1.0 15.89 15.64 15.40 15.15 1491 14.67 14.44 14.20 13.97 13.75
1.1 13.52 13.30 13.07 12.85 12.64 12.42 12.21 12700 11.79 11.59
1.2 11.39 11.19 10.99 10.79 10.60 10.41 10.22 10.03 9.85 9.67
1.3 9.49 9.31 9.13 8.96 8.79 8.62 5146 8.29 8.13 7.97
1.4 7.81 7.66 7.50 7.35 7.21 7.06 69\ 6.77 6.63 6.49
1.5 6.36 6.22 6.09 5.96 5.83 5.71 5.58 5.46 5.34 5.22
1.6 5.11 4.99 4.88 4.77 4966 455 4.45 4.34 4.24 4.14
1.7 4.05 3.95 3.86 3.76 3.67 388 3.49 3.41 332 3.24
1.8 3.16 3.08 3.00 2.92 2.8% 2.77 2.70 2.63 2.56 2.49
1.9 2.43 2.36 2.30 2.24 2.17 2.11 2.06 2.00 1.94 1.89
2.0 1.83 1.78 173 1.68 1.63 1.58 1.54 1.49 1.45 1.40
2.1 1.36 1.32 1.28 124 1.20 1.16 1.13 1.09 1.06 1.02
2.2 0.99 0.96 0.93 0320 0.87 0.84 0.81 0.78 0.76 0.73
23 0.71 0.68 0.66 0,63 0.61 0.59 0.57 0.55 0.53 0.51
2.4 0.49 0.47 0.45 0.44 0.42 0.40 0.39 0.37 0.36 0.35
25 0.33 0.32 0.31 0.29 0.28 0.27 0.26 0.25 0.24 0.23
2.6 0.22 0.21 0.20 0.19 0.18 0.18 0.17 0.16 0.15 0.15
2N 0.14 0.13 0.13 0.12 0.12 0.11 0.10 0.10 0.10 0.09
2.8 0.09 0.08 0.08 0.07 0.07 0.07 0.06 0.06 0.06 0.05
29 005 0.05 0.05 0.04 0.04 0.04 0.04 0.03 0.03 0.03
3.0 0.03 0.03 0.03 0.02 0.02 0.02 0.02 0.02 0.02 0.02
3.1 0.02 0.01 0.01 0.01 0.01 0.01 0.01 0.01 0.01 0.01
3.2 0,01 0.01 0.01 0.01 0.01 0.01 0.01 0.00 0.00 0.00

VALUES IN BODY OF TABLE ARE ESTIMATES OF PERCENT DEFECTIVE CORRESPONDING TO SPECIFIC
VALUES OF Q =(AVERAGE - LOWER LIMIT)/ (STANDARD DEVIATION) OR Q = (UPPER LIMIT - AVERAGE)/
(STANDARD DEVIATION). FOR NEGATIVE Q VALUES, THE TABLE VALUES MUST BE SUBTRACTED
FROM 100.
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PERCENT DEFECTIVE ESTIMATION TABLE

VARIABILITY-UNKNOWN PROCEDURE SAMPLE STANDARD DEVIATION METHOD
SIZE
22
Q 0.00 0.01 0.02 0.03 0.04 0.05 0.06 0.07 0.08 0.09
0.0 50.00 49.61 46.21 48.82 48.43 48.03 47.64 47.25 46.85 46.46
0.1 46.07 45.68 45.29 44.90 4451 44.12 43.73 43.34 42795 42.56
0.2 42.18 41.79 41.40 41.02 40.64 40.25 39.87 39.49 36.11 38.73
0.3 38.35 37.97 37.60 37.22 36.85 36.47 36.10 35.73 35.36 34,99
0.4 34.63 34.26 33.90 33.54 33.17 32.81 32.46 32.10 31.74 31.39
0.5 31.04 30.65 30.34 29.99 29.64 29.30 28.96 28.62 28.28 27.94
0.6 27.61 27.27 26.94 26.61 26.28 25.96 25.63 235.31 24.99 24.67
0.7 24.36 24.04 23.73 23.42 23.12 22.81 2251 22.20 21.91 21.61
0.8 21.31 21.02 20.73 20.44 20.16 19.87 19.59 19G% 19.03 18.76
0.9 18.49 18.21 17.95 17.68 17.42 17.16 16.90 16.64 16.39 16.14
1.0 15.89 15.64 15.39 15.15 14.91 14.67 14.44 14.21 13.97 13.75
1.1 13.52 13.30 13.08 12.86 12.64 12.43 1221 12701 11.80 11.59
1.2 11.39 11.19 10.99 10.80 10,61 10.41 10:23 10.04 9.86 9.67
1.3 9.50 9.32 9.14 8.97 8.80 %63 847 8.30 8.14 7.98
1.4 7.83 7.67 7.52 7.37 7.22 7.07 6.93 6.79 6.65 6.51
1.5 6.37 6.24 6.11 5.98 5.85 543 5.60 548 5.36 5.24
1.6 5.13 5.01 4.90 4.79 4.68 4.57 4.47 4.37 4.26 4.16
1.7 4.07 3.97 3.88 S 78 3.69 3.60 3.52 3.43 3.35 3.26
1.8 3.18 3.10 3.02 2.95 2.87 2.80 2.73 2.65 2.59 2.52
1.9 2.45 2.39 2.32 226 2.20 2.14 2.08 2.02 1.97 1.91
2.0 1.86 1.80 75 1.70 h.65 1.61 1.56 1.51 1.47 1.43
2.1 1.38 1.34 1.30 1.26 122 1.19 1.15 1.11 1.08 1.04
2.2 1.01 0.98 0,95 0.92 0.89 0.86 0.83 0.80 0.77 0.75
23 0.72 0470 0.67 0.63 0.63 0.61 0.59 0.56 0.54 0.53
24 0.51 0145 0.47 0.45 0.44 0.42 0.40 0.39 0.37 0.36
2.5 0.35 0.33 0.32 0.31 0.29 0.28 0.27 0.26 0.25 0.24
2.6 0:23 0.22 0.21 0.20 0.19 0.19 0.18 0.17 0.16 0.16
2.7 015 0.14 Oh14 0.13 0.12 0.12 0.11 0.11 0.10 0.10
2.8 0.09 0.09 0.08 0.08 0.08 0.07 0.07 0.07 0.06 0.06
2.9 0.06 0.05 0.05 0.05 0.05 0.04 0.04 0.04 0.04 0.03
3.0 0.03 0.03 0.03 0.03 0.03 0.02 0.02 0.02 0.02 0.02
3.1 0:02 0.02 0.02 0.01 0.01 0.01 0.01 0.01 0.01 0.01
32 0.01 0.01 0.01 0.01 0.01 0.01 0.01 0.01 0.01 0.00

VALUES IN BODY OF TABLE ARE ESTIMATES OF PERCENT DEFECTIVE CORRESPONDING TO SPECIFIC
VALUES OF Q =(AVERAGE - LOWER LIMIT) / (STANDARD DEVIATION) OR Q =(UPPER LIMIT - AVERAGE)/
(STANDARD DEVIATION). FOR NEGATIVE Q VALUES, THE TABLE VALUES MUST BE SUBTRACTED
FROM 100.
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PERCENT DEFECTIVE ESTIMATION TABLE

VARIABILITY-UNKNOWN PROCEDURE SAMPLE STANDARD DEVIATION METHOD
SIZE
23
Q 0.00 0.01 0.02 0.03 0.04 0.05 0.06 0.07 0.08 0.09
0.0 50.00 49.61 49.21 48.82 48.43 48.03 47.64 47.25 46.85 46.46
0.1 46.07 45.68 45.28 44.89 44.50 44.11 43.72 43.33 4295 42.56
0.2 42.17 41.78 41.40 41.01 40.63 40.25 39.86 39.48 39.10 38.72
0.3 38.34 37.97 37.59 37.21 36.84 36.47 36.09 35.72 35.35 34.99
0.4 34.62 34.25 33.89 33.53 33.17 32.81 32.45 32.09 31.73 3138
0.5 31.03 30.68 30.33 29.98 29.64 29.29 28.95 28.61 28.27 27.93
0.6 27.60 27.26 26.93 26.60 26.27 25.95 25.63 25.30 24.98 24.67
0.7 24.35 24.04 23.72 23.41 23.11 22.80 22450 22420 21.50 21.60
0.8 21.31 21.01 20.72 20.43 20.15 19.87 19.58 1930 19.03 18.75
0.9 18.48 18.21 17.94 17.68 17.41 17.15 16.89 16.64 16.38 16:13
1.0 15.88 15.64 15.39 15.15 14.91 14.67 14.44 14.21 13.98 13.75
1.1 13.52 13.30 13.08 12.86 12.64 12.43 12.22 12701 11.80 11.60
1.2 11.40 11.20 11.00 10.80 10.61 10.42 10.23 10.05 9.86 5.68
1.3 9.50 9.33 9.15 8.98 881 8.64 §.48 8.31 8.15 7.99
1.4 7.84 7.68 7.53 7.38 7.23 7.09 6.94 6.80 6.66 6.52
1.5 6.39 6.26 6.12 5.99 5.87 S.74 5.62 5.50 5.38 5.26
1.6 5.14 5.03 492 4.81 4H70 4159 4.49 438 4.28 4.18
1.7 4.09 3.99 3.90 3.80 3.71 3%2 3.54 3.45 3.37 3.28
1.8 3.20 3.12 3.04 2.97 2.89 2.82 2.75 2.68 2.61 2.54
1.9 2.47 241 2.34 2.28 2.22 2.16 2.10 2.04 1.99 1.93
2.0 1.88 1.83 1.77 1.72 1.67 1.63 1.58 1.53 1.49 1.45
2.1 1.40 1.36 1.32 23 1.24 1.20 1.17 1.13 1.10 1.06
22 1.03 100 0.96 0.93 0.90 0.87 0.85 0.82 0.79 0.77
23 0.74 071 0.69 0167 0.64 0.62 0.60 0.58 0.56 0.54
2.4 0.52 0.50 0.48 047 0.45 0.43 0.42 0.40 0.39 0.37
245 0.36 0.34 0.33 0.32 0.31 0.29 0.28 0.27 0.26 0.25
2.6 0.24 0.23 0.22 0.21 0.20 0.19 0.19 0.18 0.17 0.16
27 0.16 0.15 0.14 0.14 0.13 0.13 0.12 0.11 0.11 0.10
2.8 0.10 0.09 0.09 0.09 0.08 0.08 0.07 0.07 0.07 0.06
2.9 0.06 0.06 0.05 0.05 0.05 0.05 0.04 0.04 0.04 0.04
3.0 0.04 0.03 0.03 0.03 0.03 0.03 0.03 0.02 0.02 0.02
3.1 0.02 0.02 0.02 0.02 0.02 0.01 0.01 0.01 0.01 0.01
32 0,01 0.01 0.01 0.01 0.01 0.01 0.01 0.01 0.01 0.01
3.3 0.01 0.01 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00

VALUES IN BODY OF TABLE ARE ESTIMATES OF PERCENT DEFECTIVE CORRESPONDING TO SPECIFIC
VALUES OF Q =(AVERAGE - LOWER LIMIT) / (STANDARD DEVIATION) OR Q =(UPPER LIMIT - AVERAGE)/
(STANDARD DEVIATION). FOR NEGATIVE Q VALUES, THE TABLE VALUES MUST BE SUBTRACTED
FROM 100.
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PERCENT DEFECTIVE ESTIMATION TABLE

VARIABILITY-UNKNOWN PROCEDURE SAMPLE STANDARD DEVIATION METHOD
SIZE
24
Q 0.00 0.01 0.02 0.03 0.04 0.05 0.06 0.07 0.08 0.09
0.0 50.00 49.61 49.21 48.82 48.42 48.03 47.64 47.24 46:88 46.46
0.1 46.07 45.67 45.28 44.89 44.50 44.11 43.72 4333 4294 42.55
0.2 42.17 41.78 41.39 41.01 40.62 40.24 39.86 39.48 39.10 38.72
0.3 38.34 37.96 37.58 37.21 36.83 36.46 36.09 35.72 35.35 3498
04 34.61 34.25 33.88 33.52 33.16 32.80 32.44 32.08 31.73 3037
0.5 31.02 30.67 30.32 29.97 29.63 29.28 28.94 28 60 28026 2792
0.6 27.59 27.26 26.92 26.59 26.27 25.94 25.62 25.30 24.98 24.66
0.7 24.34 24.03 23.72 23.41 23.10 22.79 22.49 2219 21.89 21.59
0.8 21.30 21.01 20.72 20.43 20.14 19.86 19.58 19630 19.02 18.75
0.9 18.48 18.21 17.94 17.67 17.41 17.15 16.89 16.64 16.38 16.13
1.0 15.88 15.64 15.39 15.15 14.91 14.67 14.44 14.21 13.98 13.75
1.1 13.52 13.30 13.08 12.86 12.65 12.43 12202 12.01 11.81 11.60
1.2 11.40 11.20 11.00 10.81 1062 10.43 10.24 10.05 9.87 9.69
1.3 9.51 9.34 9.16 8.99 8.82 8.65 849 8.32 8.16 8.01
1.4 7.85 7.69 7.54 7.39 7.24 7.10 6.96 6.81 6.67 6.54
L5 6.40 6.27 6.14 6.01 588 SUA6 5.63 5.51 5.39 5.27
1.6 5.16 5.05 4.93 4.82 4.72 4%l 4.50 4.40 4.30 4.20
1.7 4.10 4.01 3.91 8 52 3.73 3.64 3.55 347 3.38 3.30
1.8 3.22 3.14 3.06 2.99 291 2.84 2.76 2.69 2.62 2.56
1.9 2.49 2.43 2.36 2.30 2.24 2.18 2.12 2.06 2.01 1.95
2.0 1.90 1.84 179 1.74 169 1.64 1.60 1.55 1.51 1.46
2.1 1.42 1.38 134 1.39 126 1.22 1.18 1.15 1.11 1.08
2.2 1.05 1.01 0.98 0.95 0.92 0.89 0.86 0.83 0.81 0.78
2.3 0.75 073 0.71 0.68 0.66 0.64 0.61 0.59 0.57 0.55
24 0.53 0.52 0.50 0.48 0.46 0.45 0.43 0.41 0.40 0.38
2.5 0.37 0.36 0.34 0.33 0.32 0.30 0.29 0.28 0.27 0.26
2.6 S 0.24 0.23 0.22 0.21 0.20 0.19 0.19 0.18 0.17
2.7 096 0.16 O35 0.14 0.14 0.13 0.13 0.12 0.12 0.11
2.8 0.10 0.10 G.10 0.09 0.05 0.08 0.08 0.08 0.07 0.07
2.9 0.06 0.06 0.06 0.06 0.05 0.05 0.05 0.05 0.04 0.04
3.0 0.04 0.04 0.03 0.03 0.03 0.03 0.03 0.03 0.02 0.02
31 0.02 0.02 0.02 0.02 0.02 0.02 0.02 0.01 0.01 0.01
3.2 001 0.01 0.01 0.01 0.01 0.01 0.01 0.01 0.01 0.01
33 0.01 0.01 0.01 0.01 0.00 0.00 0.00 0.00 0.00 0.00

VALUES IN BODY OF TABLE ARE ESTIMATES OF PERCENT DEFECTIVE CORRESPONDING TO SPECIFIC
VALUES OF Q =(AVERAGE - LOWER LIMIT)/ (STANDARD DEVIATION) OR Q =(UPPER LIMIT - AVERAGE)/
(STANDARD DEVIATION). FOR NEGATIVE Q VALUES, THE TABLE VALUES MUST BE SUBTRACTED
FROM 100.
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PERCENT DEFECTIVE ESTIMATION TABLE

VARIABILITY-UNKNOWN PROCEDURE SAMPLE STANDARD DEVIATION METHOD
SIZE
25
Q 0.00 0.01 0.02 0.03 0.04 0.05 0.06 0.07 0.08 0.09
0.0 50.00 49.61 49.21 48.82 48.42 48.03 47.64 47.24 46.85 46.46
0.1 46.06 45.67 45.28 44.89 44.50 44.11 43.72 43.33 42.94 42.55
0.2 42.16 41.78 41.39 41.00 40.62 40.24 39.85 39.47 39.09 38.71
0.3 38.33 37.95 37.58 37.20 36.83 36.45 36.08 3571 35.34 34.97
0.4 34.60 34.24 33.87 33.51 33.15 32.79 3243 32.07 31.72 3136
0.5 31.01 30.66 30.31 29.96 29.62 29.27 28.93 28.59 28.25 27.92
0.6 27.58 27.25 26.92 26.59 26.26 2593 25.6d 25.2% 24.97 24.65
0.7 24.33 24.02 23.71 23.40 23.09 22.79 22048 22418 21.89 21.59
0.8 21.29 21.00 20.71 20.42 20.14 19.86 195577 1930 19.02 18.74
0.9 18.47 18.20 17.94 17.67 17.41 17.15 16.89 16.63 16.38 16.13
1.0 15.88 15.63 15.39 15.15 14.91 14.67 14.44 14.21 13.98 13.75
1.1 13.52 13.30 13.08 12.86 12.65 12.44 12.22 12.02 11.81 11.61
1.2 11.41 11.21 11.01 10.82 10.62 1043 10.25 10.06 9.88 9.70
1.3 9.52 9.34 9.17 9.00 883 8.66 8.50 8.33 8.17 8.01
1.4 7.86 7.70 7.55 7.40 26 7.11 6.97 6.83 6.69 6.55
1.5 6.41 6.28 6.15 6.02 5.89 5.77 5.65 5.53 541 5.29
1.6 5.17 5.06 495 4.84 473 . 4.62 4.52 4.42 432 4.22
1.7 4.12 4.02 3.93 3.84 3.75 366 3.57 3.48 3.40 3.32
1.8 3.24 3.16 3.08 3.00 2.93 2.85 2.78 2.71 2.64 2.57
1.9 2.51 2.44 2.38 2.32 2.25 2.19 2.14 2.08 2.02 1.97
2.0 1.91 1.86 1.81 1.76 1.71 1.66 1.61 1.57 1.52 1.48
2.1 1.44 1.39 1.35 131 1.28 1.24 1.20 1.16 1.13 1.09
22 1.06 1403 1.00 0196 0.93 0.91 0.88 0.85 0.82 0.7
2.3 0.77 0.74 72 070 0.67 0.65 0.63 0.61 0.59 0.57
2.4 0.55 .53 0.51 049 0.47 0.46 0.44 0.42 0.41 0.3%
246 0.38 057 0.35 0.34 0.33 0.31 0.30 0.29 0.28 0.27
2.6 0.26 0.25 0.24 0.23 0.22 0.21 0.20 0.19 0.19 0.18
25 0.17 0.16 0.16 0.15 0.14 0.14 0.13 0.13 0.12 0.12
2.8 0.14 0.11 0.10 0.10 0.09 0.09 0.08 0.08 0.08 0.07
2.9 0.07 007 0.06 0.06 0.06 0.05 0.05 0.05 0.05 0.04
3.0 0.04 0.04 0.04 0.04 0.03 0.03 0.03 0.03 0.03 0.03
3.1 0.02 0.02 0.02 0.02 0.02 0.02 0.02 0.02 0.02 0.01
3.2 0,01 0.01 0.01 0.01 0.01 0.01 0.01 0.01 0.01 0.01
33 0:01 0.01 0.01 0.01 0.01 0.01 0.00 0.00 0.00 0.00

VALUES IN BODY OF TABLE ARE ESTIMATES OF PERCENT DEFECTIVE CORRESPONDING TO SPECIFIC
VALUES OF Q = (AVERAGE - LOWER LIMIT) / (STANDARD DEVIATION) OR Q= (UPPER LIMIT - AVERAGE)/
(STANDARD DEVIATION). FOR NEGATIVE Q VALUES, THE TABLE VALUES MUST BE SUBTRACTED
FROM 100.
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PERCENT DEFECTIVE ESTIMATION TABLE

VARIABILITY-UNKNOWN PROCEDURE SAMPLE STANDARD DEVIATION METHOD
SIZE
26
Q 0.00 0.01 0.02 0.03 0.04 0.05 0.06 0.07 0.08 0.09
0.0 50.00 49.61 49.21 48.82 48.42 48.03 47.63 47.24 46.85 46.45
0.1 46.06 45.67 45.28 44.88 44.49 44.10 43.71 43.32 4293 42.55
0.2 42.16 41.77 41.38 41.00 40.61 40.23 39.85 39.47 39.08 38.70
03 38.33 37.95 37.57 37.20 36.82 36.45 36.07 35.70 35.33 34.97
04 34.60 34.23 33.87 33.50 33.14 32.78 32.42 32.07 31.71 3136
0.5 31.00 30.65 30.30 2996 29.01 29.27 28.92 2858 28.25 2791
0.6 27.57 27.24 26.91 26.58 26.25 2593 25.60 25.28 24.96 24.64
0.7 2433 24.02 23.70 23.39 23.09 22.78 22.48 22 18 21.88 21.58
0.8 21.29 21.00 20.71 20.42 20.13 19.85 19,57 1925 19.01 18.74
0.9 18.47 18.20 17.93 17.67 17.41 17.15 16.89 16.63 16.38 16.13
1.0 15.88 15.63 15.39 15.15 14.91 14.67 14.44 14.21 13.98 13.75
1.1 13.53 13.30 13.08 12.87 12.65 12.44 12.23 12.02 11.81 11.61
1.2 11.41 11.21 11.01 10.82 10.63 10:44 1025 10.07 9.88 9.70
1.3 9.53 9.35 9.18 9.00 8.84 567 8.50 8.34 8.18 8.02
1.4 7.87 7.71 7.56 7.41 7.29 7.12 6.98 6.84 6.70 6.56
1.5 6.43 6.29 6.16 6.03 5.91 5K/8 5.66 5.54 5.42 5.30
1.6 5.19 5.07 4.96 4.85 4.74 4.64 4.53 4.43 4.33 4.23
1.7 4.13 4.04 3.94 3 185 3.76 3.67 3.59 3.50 3.42 3.33
1.8 3.25 3.17 3.09 3.02 2.94 2.87 2.80 2.73 2.66 2.59
1.9 252 246 2.39 293 2.27 2.21 2.15 2.09 2.04 1.98
2.0 1.93 1.88 1.82 1.77 172 1.68 1.63 1.58 1.54 1.49
2.1 145 1.41 1.37 1.38 1729 1.25 1.21 1.18 1.14 1.11
2.2 1.07 1.04 1,01 0.98 0.95 0.92 0.89 0.86 0.83 0.81
23 0.78 0576 0.73 0.74 0.68 0.66 0.64 0.62 0.60 0.58
2.4 0.56 (.54 052 0.50 0.48 0.47 0.45 0.43 0.42 0.40
2.5 0.39 0.38 0.36 0.35 0.34 0.32 031 0.30 0.29 0.28
2.6 27 0.26 0.25 0.24 0.23 0.22 0.21 0.20 0.19 0.19
2.7 08 0.17 16 0.16 0.15 0.14 0.14 0.13 0.13 6.12
2.8 0.12 0.11 0.11 0.10 0.10 0.09 0.09 0.08 0.08 0.08
2.9 0.07 0.0% 0.07 0.06 0.06 0.06 0.05 0.05 0.05 0.05
3.0 0.04 0.04 0.04 0.04 0.04 0.03 0.03 0.03 0.03 0.03
3.1 0.03 0.03 0.02 0.02 0.02 0.02 0.02 0.02 0.02 0.02
3.2 0.02 0.01 0.01 0.01 0.01 0.01 0.01 0.01 0.01 0.01
33 001 0.01 0.01 0.01 0.01 0.01 0.01 0.01 0.00 0.00

VALUES IN BODY OF TABLE ARE ESTIMATES OF PERCENT DEFECTIVE CORRESPONDING TO SPECIFIC
VALUES OF Q =(AVERAGE - LOWER LIMIT) / (STANDARD DEVIATION) OR Q = (UPPER LIMIT - AVERAGE)/
(STANDARD DEVIATION). FOR NEGATIVE Q VALUES, THE TABLE VALUES MUST BE SUBTRACTED
FROM 100.
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PERCENT DEFECTIVE ESTIMATION TABLE

VARIABILITY-UNKNOWN PROCEDURE SAMPLE STANDARD DEVIATION METHOD
SIZE
27
Q 0.00 0.01 0.02 0.03 0.04 0.05 0.06 0.07 0.08 0.09
0.0 50.00 49.61 49.21 48.82 48.42 48.03 47.63 47.24 46.85 46.45
0.1 46.06 45.67 45.27 44.88 44.49 44.10 43.71 43.32 42.93 42.54
0.2 42.15 41.77 41.38 41.00 40.61 40.23 39.84 39.46 39.08 38.70
0.3 38.32 37.94 37.57 37.19 36.82 36.44 36.07 35.70 3533 34.96
0.4 34.59 34.23 33.86 33.50 33.14 32.78 32.42 32.06 31.70 3135
0.5 31.00 30.65 30.30 29.95 29.60 29.26 28.92 28.58 28.24 27.90
0.6 27.57 27.23 26.90 26.57 26.25 2592 25.60 25.28 24.96 24.64
0.7 24.32 24.01 23.70 23.39 23.08 22.78 2247 2247 21.87 21.58
0.8 21.28 20.99 20.70 20.42 20.13 19.85 19.57 19.29 19.01 18.74
0.9 18.47 18.20 17.93 17.67 17.40 17.14 16:89 16.63 16.38 16.13
1.0 15.88 15.63 15.39 15.15 14.91 14.67 14.44 14.21 13.98 13.75
1.1 13.53 13.31 13.09 12.87 12.65 12.44 12.23 12°02 11.82 11.61
1.2 11.41 11.21 11.02 10.82 10.63 10.44 10.26 10.07 9.89 9.71
1.3 9.53 9.36 9.18 9.01 8.84 8.68 851 8.35 8.19 - 8.03
1.4 7.88 7.72 7.57 7.42 27 7.13 6.99 6.85 6.71 6.57
1.5 6.44 6.30 6.17 6.04 5.92 5.79 5.67 5.55 5.43 5.31
1.6 5.20 5.08 497 4.86 4576 4.65 4.55 4.44 4.34 4.24
1.7 4.15 4.05 3.96 3.87 3.78 3% 3.60 3.51 343 3.35
1.8 3.27 3.19 3.11 3.03 2.96 2.88 2.81 2.74 2.67 2.60
1.9 2.54 2.47 241 2.35 2.28 2.22 2.17 2.11 2.05 2.00
2.0 1.94 1.89 1.84 1.79 1.74 1.69 1.64 1.60 1.55 1.51
2.1 1.47 1.42 1.38 184 1.30 1.26 1.23 1.19 1.16 1.12
2.2 1.09 105 1.02 0199 0.96 0.93 0.90 0.87 0.85 0.82
23 0.79 057 074 072 0.70 0.67 0.65 0.63 0.61 0.59
24 0.57 0.55 0.53 051 0.49 0.48 0.46 0.44 0.43 0.41
26 0.40 0.38 0.37 0.36 0.34 0.33 0.32 0.31 0.30 0.28
2.6 0.27 0.26 0.25 0.24 0.23 0.22 0.22 0.21 0.20 0.19
2N 0.18 0.18 0.17 0.16 0.16 0.15 0.14 0.14 0.13 0.13
2.8 0.12 0.12 0.11 0.11 0.10 0.10 0.09 0.09 0.08 0.08
2.9 0.08 007 0.07 0.07 0.06 0.06 0.06 0.05 0.05 0.05
3.0 0.05 0.05 0.04 0.04 0.04 0.04 0.04 0.03 0.03 0.03
3.1 0.03 0.03 0.03 0.02 0.02 0.02 0.02 0.02 0.02 0.02
32 0,02 0.02 0.01 0.01 0.01 0.01 0.01 0.01 0.01 0.01
33 0.01 0.01 0.01 0.01 0.01 0.01 0.01 0.01 0.01 0.01
34 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00

VALUES IN BODY OF TABLE ARE ESTIMATES OF PERCENT DEFECTIVE CORRESPONDING TO SPECIFIC
VALUES OF Q = (AVERAGE - LOWER LIMIT) / (STANDARD DEVIATION) OR Q = (UPPER LIMIT - AVERAGEY
(STANDARD DEVIATION). FOR NEGATIVE Q VALUES, THE TABLE VALUES MUST BE SUBTRACTED
FROM 100.
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PERCENT DEFECTIVE ESTIMATION TABLE

VARIABILITY-UNKNOWN PROCEDURE SAMPLE STANDARD DEVIATION METHOD
SIZE
28
Q 0.00 0.01 0.02 0.03 0.04 0.05 0.06 0.07 0.08 0.09
0.0 50.00 49.61 49.21 48.82 48.42 48.03 47.63 47.24 46.84 46.45
0.1 46.06 45.66 45.27 44 .88 44.49 44.10 43.71 43.32 4293 42.54
0.2 4215 41.76 41.38 40.99 40.61 40.22 39.84 39.46 35.08 38.70
0.3 38.32 37.94 37.56 37.18 36.81 36.44 36.06 35.69 55.32 34,95
0.4 34.59 34.22 33.86 33.4% 33.13 32.77 32.41 32.05 31.70 31.34
0.5 30.99 30.64 30.29 29.94 29.60 29.25 2891 28.57 28.23 27.90
0.6 27.56 27.23 26.90 26.57 26.24 2591 25.59 25.27 24.95 24.63
0.7 24.32 24.00 23.69 23.38 23.08 2277 22.47 22.17 21.87 21.57
0.8 21.28 20.99 20.70 2041 20.13 19.84 16.56 1908 19.01 18.73
0.9 18.46 18.19 17.93 17.66 17.40 17.14 16.88 16.63 16.38 16.13
1.0 15.88 15.63 15.39 15.15 14.91 14.67 14.44 14.21 13.98 13.75
1.1 13.53 13.31 13.09 12.87 12.66 12.44 12,23 12703 11.82 11.62
1.2 11.42 11.22 11.02 10.83 10,64 10.45 10:26 10.08 9.89 9.71
1.3 9.54 9.36 9.19 9.02 3.85 8.68 852 8.36 8.20 8.04
1.4 7.88 7.73 7.58 7.43 7.28 7.14 7.00 6.86 6.72 6.58
1.5 6.45 6.31 6.18 6.05 5.93 5180 5.68 5.56 5.44 5.32
1.6 5.21 5.10 4.9% 4.88 4.77 4.66 4.56 4.46 4.36 4.26
1.7 4.16 4.06 3.97 3.88 379 3.70 3.61 3.53 3.44 3.36
1.8 3.28 3.20 3.12 3.05 2.97 2.90 2.83 2.75 2.69 2.62
1.9 2.55 2.49 2.42 2586 2.30 2.24 2.18 2.12 2.07 2.01
2.0 1.96 1.90 185 1.80 bh75 1.70 1.66 1.61 1.57 1.52
21 1.48 1.44 1.39 1.35 132 1.28 1.24 1.20 1.17 1.13
2.2 1.10 1.07 1,03 1.00 0.97 0.94 0.91 0.88 0.86 0.83
23 0.80 048 0.75 0.73 0.71 0.68 0.66 0.64 0.62 0.60
24 0.58 0156 0:54 0452 0.50 0.49 0.47 0.45 0.44 0.42
25 0.41 0.39 0.38 0.36 0.35 0.34 0.33 0.31 0.30 0.29
2.6 0.28 0.27 0.26 0.25 0.24 0.23 0.22 0.21 0.21 0.20
2.7 0.19 0.18 17 0.17 0.16 0.15 0.15 0.14 0.14 0.13
2.8 0.12 0.12 011 0.11 0.10 0.10 0.10 0.09 0.09 0.08
29 0.08 0.08 0.07 0.07 0.07 0.06 0.06 0.06 0.06 0.05
3.0 0.05 0.05 0.05 0.04 0.04 0.04 0.04 0.04 0.03 0.03
3.1 0103 0.03 0.03 0.03 0.02 0.02 0.02 0.02 0.02 0.02
32 0.02 0.02 0.02 0.02 0.01 0.01 0.01 0.01 0.01 0.01
33 001 0.01 0.01 0.01 0.01 0.01 0.01 0.01 0.01 0.01
34 0.01 0.01 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00

VALUES IN BODY OF TABLE ARE ESTIMATES OF PERCENT DEFECTIVE CORRESPONDING TO SPECIFIC
VALUES OF Q = (AVERAGE - LOWER LIMIT) / (STANDARD DEVIATION) OR Q = (UPPER LIMIT - AVERAGE)/
(STANDARD DEVIATION). FOR NEGATIVE Q VALUES, THE TABLE VALUES MUST BE SUBTRACTED
FROM 100.
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PERCENT DEFECTIVE ESTIMATION TABLE

VARIABILITY-UNKNOWN PROCEDURE SAMPLE STANDARD DEVIATION METHOD
SIZE
29
Q 0.00 0.01 0.02 0.03 0.04 0.05 0.06 0.07 0.08 0.09
0.0 50.00 49.61 49.21 48.82 48.42 48.03 47.63 47.24 46.84 46.45
0.1 46.06 45.66 45.27 44 .88 44.49 44.10 43.70 43.31 4283 42.54
0.2 42.15 41.76 41.37 40.99 40.60 40.22 39.84 3945 39.07 38.69
0.3 38.31 37.93 37.56 37.18 36.81 36.43 36.06 35.69 35.32 34.95
0.4 34.58 34.22 33.85 33.49 33.13 32.77 32.41 32.05 31.69 3h.34
0.5 30.99 30.64 30.29 29.94 29.59 29.25 28.91 28.57 28.23 27.89
0.6 27.56 27.22 26.89 26.56 26.23 2591 25.59 25826 24.95 24.63
0.7 2431 24.00 23.69 23.38 23.07 22.77 22446 22316 21787 21.57
0.8 21.28 20.98 20.69 20.41 20.12 19.84 19.56 1978 16.01 18.73
0.9 18.46 18.19 17.93 17.66 17.40 17.14 16.88 16.63 16.37 16.12
1.0 15.88 15.63 15.39 15.15 14.91 14.67 14.44 14.21 13.98 13.75
1.1 13.53 13.31 13.09 12.87 12.66 12.44 12.24 12703 11.82 11.62
1.2 11.42 11.22 11.03 10.83 10.64 10.45 10.27 10.08 9.90 9.72
1.3 9.54 9.37 9.19 9.02 8.85 8.69 8152 8.36 8.20 8.05
1.4 7.89 7.74 7.59 7.44 7.29 7.15 7.00 6.86 6.73 6.59
1.5 6.45 6.32 6.19 6.06 5.94 5.81 5.69 5.57 5.45 5.33
1.6 5.22 5.11 5.00 4.89 4,78 467 4.57 4.47 4.37 4.27
1.7 4.17 4.08 3.98 3.89 3.80 3 3.62 3.54 3.45 3.37
1.8 3.29 3.21 3.13 3.06 2.98 291 2.84 2.77 2.70 2.63
1.9 2.56 2.50 243 2:37 231 2.25 2.19 2.13 2.08 2.02
2.0 1.97 1.92 1.36 1.81 1.76 1.72 1.67 1.62 1.58 1.53
2.1 1.49 1.45 1.41 137 1.33 1.29 1.25 1.21 1.18 1.14
2.2 1.11 1.08 1.04 1801 0.98 0.95 0.92 0.89 0.87 0.84
23 0.81 0.79 0.76 0:74 0.71 0.69 0.67 0.65 0.63 0.61
2.4 0.59 0.57 0.55 0.53 0.51 0.49 0.48 0.46 0.44 0.43
2.5 0.41 0.40 0.39 0.37 0.36 0.35 0.33 0.32 0.31 0.30
2.6 0.29 0.28 0.27 0.26 0.25 0.24 0.23 0.22 0.21 0.20
N 0.19 0.19 0.18 0.17 0.17 0.16 0.15 0.15 0.14 0.13
2.8 0.13 0,12 0.12 0.11 0.11 0.10 0.10 0.10 0.09 0.09
29 0408 0.08 0.08 0.07 0.07 0.07 0.06 0.06 0.06 0.06
3.0 0.05 0.05 0.05 0.05 0.04 0.04 0.04 0.04 0.04 0.03
3.1 0.03 0.03 0.03 0.03 0.03 0.02 0.02 0.02 0.02 0.02
3.2 0,02 0.02 0.02 0.02 0.02 0.01 0.01 0.01 0.01 0.01
33 001 0.01 0.01 0.01 0.01 0.01 0.01 0.01 0.01 0.01
3.4 0.01 0.01 0.01 0.00 0.00 0.00 0.00 0.00 0.00 0.00

VALUES IN BODY OF TABLE ARE ESTIMATES OF PERCENT DEFECTIVE CORRESPONDING TO SPECIFIC
VALUES OF Q = (AVERAGE - LOWER LIMIT) / (STANDARD DEVIATION) OR Q= (UPPER LIMIT - AVERAGE) /
(STANDARD DEVIATION). FOR NEGATIVE Q VALUES, THE TABLE VALUES MUST BE SUBTRACTED
FROM 100.
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PERCENT DEFECTIVE ESTIMATION TABLE

VARIABILITY-UNKNOWN PROCEDURE SAMPLE STANDARD DEVIATION METHOD
SIZE
30
Q 0.00 0.01 0.02 0.03 0.04 0.05 0.06 0.07 0.08 0.09
0.0 50.00 49.60 49.21 48.81 48.42 48.02 47.63 47.24 46.84 46.45
0.1 46.05 45.66 45.27 44.88 44.48 44.09 43.70 43.31 42.92 42.53
0.2 42.15 41.76 41.37 40.99 40.60 40.22 39.83 39.45 30400 38.69
03 38.31 37.93 37.55 37.18 36.80 36.43 36.05 35.68 3531 3494
0.4 34.58 34.21 33.85 33.48 33.12 32.76 32.40 32.04 31.69 3133
0.5 30.98 30.63 30.28 29.93 29.59 29.24 28.90 28.56 2882 27.89
0.6 27.55 27.22 26.89 26.56 26.23 2590 25.58 25.26 24594 24.62
0.7 24.31 23.99 23.68 23.37 23.07 22.76 22.46 22.16 21.86 21.57
0.8 21.27 20.98 20.69 20.40 20.12 19.84 16.56 19.28 1900 18.73
0.9 18.46 18.19 17.92 17.66 17.40 17.14 16.88 1665 16.37 16.12
1.0 15.88 15.63 15.39 15.15 14.91 14.67 14:44 14.21 13.98 13.75
1.1 13.53 13.31 13.09 12.87 12.66 12.45 12.24 1203 11.82 11.62
1.2 11.42 11.22 11.03 10.84 10.64 10.46 1027 10.09 9.90 9.72
1.3 9.55 9.37 9.20 9.03 3.86 5.69 8.53 8.37 8.21 8.05
1.4 7.90 7.74 7.59 7.44 7.30 7.15 7.01 6.87 6.73 6.60
1.5 6.46 6.33 6.20 6.07 535 5.82 5.70 5.58 5.46 5.34
1.6 5.23 5.12 5.01 4.90 4.79 4.68 4.58 4.48 4.38 428
1.7 4.18 4.09 3.99 590 3.81 3.72 3.63 3.55 3.47 3.38
1.8 3.30 3.22 3.15 3.07 2.99 2.92 2.85 2.78 2.71 2.64
1.9 2.57 2.51 2.45 2.38 2.32 2.26 2.20 2.14 2.09 2.03
2.0 1.98 1.93 1487 1.82 ey 1.73 1.68 1.63 1.59 1.54
2.1 1.50 1.46 42 1.38 139 1.30 1.26 1.22 1.19 1.15
2.2 1.12 1.09 0os 1.02 0.99 0.96 0.93 0.90 0.88 0.85
23 0.82 0.80 077 0.75 0.72 0.70 0.68 0.66 0.63 0.61
2.4 0.59 S/ 0.56 0.54 0.52 0.50 0.48 0.47 0.45 0.44
2.5 0.42 0.41 0.39 0.38 0.37 0.35 0.34 0.33 0.32 0.30
2.6 Op20 0.28 0.27 0.26 0.25 0.24 0.23 0.22 0.22 0.21
2.7 G20 0.19 R 0.18 0.17 0.16 0.16 0.15 0.14 0.14
2.8 0.13 0.13 012 0.12 0.11 0.11 0.10 0.10 0.09 0.09
29 0.09 0.08 0.08 0.08 0.07 0.07 6.07 0.06 0.06 0.06
3.0 0.05 0.05 0.05 0.05 0.05 0.04 0.04 0.04 0.04 0.04
3.1 (%03 0.03 0.03 0.03 0.03 0.03 0.02 6.02 0.02 0.02
32 0.02 0.02 0.02 0.02 6.02 0.02 0.01 0.01 0.01 0.01
33 0.0% 0.01 0.01 0.01 0.01 0.01 0.01 0.01 0.01 0.01
34 0.01 0.01 0.01 0.01 0.01 0.00 0.00 0.00 0.00 0.00

VALUES IN BODY OF TABLE ARE ESTIMATES OF PERCENT DEFECTIVE CORRESPONDING TO SPECIFIC
VALUES OF Q = (AVERAGE - LOWER LIMIT) / (STANDARD DEVIATION) OR Q = (UPPER LIMIT - AVERAGE) /
(STANDARD DEVIATION). FOR NEGATIVE Q VALUES, THE TABLE VALUES MUST BE SUBTRACTED
FROM 100.
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PERCENT WITHIN LIMITS ESTIMATION TABLE

VARIABILITY-UNKNOWN PROCEDURE SAMPLE STANDARD DEVIATION METHOD
SIZE
3
Q 0.00 0.01 0.02 0.03 0.04 0.05 0.06

0.0 50.00 50.28 50.55 50.83 51.10 51.38 51.65
0.1 52.76 53.04 53.31 53.59 53.87 54.15 54.42
0.2 55.54 55.82 56.10 56.38 56.66 56.95 57.23
0.3 58.37 58.65 58.94 59.23 59.51 59.80 60.09
0.4 61.26 61.55 61.85 62.15 62.44 62.74 63.04
0.5 64.25 64.56 64.87 65.18 65.49 65.80

0.6 67.39 67.72 68.04 68.37 68.70 69.03
0.7 70.73 71.08 7143 71.78 72.14 72.50
0.8 74.36 74.75 75.14 75.53 75.93 76.33

0.9 78.45 78.89 79.34 79.81 80.27 80.7

1.0 83.33 83.89 84.47 85.07 . 88.49 89.29
1.1 90.16 91.11 92.18 93.40 . . 00.00  100.00 100.00

VALUES IN BODY OF TABLE ARE ESTIMATES
SPECIFIC VALUES OF Q = (AVERAGE - LOWE
LIMIT - AVERAGE) / (STANDARD DEVIATION). FOR
BE SUBTRACTED FROM 100.

LIMITS CORRESPONDING TO
DEVIATION) OR Q = (UPPER
TIVE QVALUES, THE TABLEVALUES MUST
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PERCENT WITHIN LIMITS ESTIMATION TABLE

VARIARILITY-UNKNOWN PROCEDURE SAMPLE STANDARD DEVIATION METHOD
: SIZE
4
Q 0.00 0.01 0.02 0.03 0.04 0.05 0.06 0.07 0.08 0.09
0.0 50.00 50.33 50.67 51.00 51.33 51.67 52.00 52.33 S5267 53.00
0.1 53.33 53.67 54.00 54.33 54.67 55.00 55.33 55.67 56,00 56.33
0.2 56.67 57.00 57.33 57.67 58.00 58.33 58.67 59.00 50-33 59.67
0.3 60.00 60.33 60.67 61.00 61.33 61.67 62.00 62.33 62.67 63.00
0.4 63.33 63.67 64.00 64.33 64.67 65.00 65.33 65.67 66.00 66.33
0.5 66.67 67.00 67.33 67.67 68.00 68.33 68.67 69.00 69.33 69.67
0.6 70.00 70.33 70.67 71.00 71.33 71.67 72.00 72.33 72.67 73.00
0.7 73.33 73.67 74.00 74.33 74.67 75.00 75.33 75.67 76.00 76.33
0.8 76.67 77.00 77.33 77.67 78.00 78.33 78.67 7940 79.33 79.67
0.9 80.00 80.33 80.67 81.00 81.33 81.67 82.00 8233 82.67 83.00
1.0 83.33 83.67 84.00 84.33 84.67 85.00 35.33 85 67 836.00 86.33
1.1 86.67 87.00 87.33 87.67 88.00 88.33 38.67 89.00 89.33 89.67
1.2 90.00 90.33 90.67 91.00 91 .33 Q1 67 92.00 92.33 92.67 93.00
1.3 93.33 93.67 94.00 94.33 94.67 95.00 95.33 95.67 96.00 96.33
14 96.67 97.00 97.33 97.67 98.90 98.33 98.67 99.00 99.33 99.67
1.5 100.00 100.00 100.00 100.00 100.00 L0000 100.00 100.00 100.00 100.00

VALUES IN BODY OF TABLE ARE ESTIMATES OF PERCENT WITHIN LIMITS CORRESPONDING TO
SPECIFIC VALUES OF Q@ = (AVERAGE= LOWER LIMIT) A(STANDARD DEVIATION) OR Q = (UPPER
LIMIT - AVERAGE) / (STANDARD DEVIATION). FOR NEGATIVE QVALUES, THETABLEVALUES MUST
BE SUBTRACTED FROM 100.
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PERCENT WITHIN LIMITS ESTIMATION TABLE

VARIABILITY-UNKNOWN PROCEDURE SAMPLE STANDARD DEVIATION METHOD
SIZE
5
Q 0.00 0.01 0.02 0.03 0.04 0.05 0.06 0.07 0.08 0.09
0.0 50.00 50.36 50.71 51.07 51.42 51.78 52.13 52.49 52.85 53.20
0.1 53.56 53.91 54.27 54.62 54.98 55.33 55.69 56.04 56.39 56.75
0.2 57.10 57.46 57.81 58.16 58.52 58.87 59.22 59.57 59.92 60.28
0.3 60.63 60.98 61.33 61.68 62.03 62.38 62.72 63.07 63.42 63.77
04 64.12 64.46 64.81 65.15 65.50 65.84 66.19 6653 66.87 67.22
0.5 67.56 67.90 68.24 68.58 68.92 69.26 69.60 69.94 70.27 70.61
0.6 70.95 71.28 71.61 71.95 72.28 72.61 7294 78,27 73.60 73.93
0.7 74.26 74.59 74.91 75.24 75.56 75.89 76721 46.53 76.85 77.17
0.8 77.49 77.81 78.13 78.44 78.76 79.07 79.38 79.69 80.00 80.31
0.9 80.62 80.93 81.23 81.54 81.84 82.14 82.45 82.74 83.04 83.34
1.0 83.64 83.93 84.22 84.52 84.81 85.09 85738 85.67 85.95 86.24
1.1 86.52 86.80 87.07 87.35 87.63 87.90 88.17 88.44 88.71 88.98
1.2 89.24 89.50 89.77 90.08 90.28 90.54 90.79 91.04 91.29 91.54
1.3 91.79 92.03 92.27 92.51 92.75 92.98 923.21 93.44 93.67 93.90
1.4 94.12 94.34 94.56 94.77 94108 9519 95.40 95.61 95.81 96.01
L5 96.20 96.39 96.58 96477 96.95 97.13 97.31 97.48 97.65 97.81
1.6 97.97 98.13 98.28 0843 98.58 98.72 98.85 98.98 99.11 99.23
1.7 99.34 99.45 9955 99.64 99.73 9981 99.88 99.94 99.98  100.00

VALUES IN BODY OF TABLE ARE ESTIMATES OF PERCENT WITHIN LIMITS CORRESPONDING TO
SPECIFIC VALUES OF Q =(AVERAGE <~ LOWER LIMIT) / (STANDARD DEVIATION) OR Q = (UPPER
LIMIT -AVERAGE) / (STANDARD DEVIATION ZWFOR NEGATIVE QVALUES, THETABLEVALUES MUST
BE SUBTRACTED FROM 100.
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PERCENT WITHIN LIMITS ESTIMATION TABLE

VARIABILITY-UNKNOWN PROCEDURE SAMPLE STANDARD DEVIATION METHOD
SIZE
6
Q 0.00 0.01 0.02 0.03 0.04 0.05 0.06 0.07 0.08 0.09
0.0 50.00 50.37 50.73 51.10 51.47 51.84 52.20 52.57 52794 53.30
0.1 53.67 54.04 54.40 54.77 55.14 55.50 55.87 56.23 56.60 56.96
0.2 57.32 57.69 58.05 58.41 58.78 59.14 59.50 59.86 60.22 60,58
03 60.94 61.30 61.66 62.02 62.38 62.73 63.09 63.45 63.80 6416
04 64.51 64.86 65.21 65.57 65.92 66.27 66.62 66.96 67.31 67.66
0.5 68.00 68.35 68.69 69.04 69.38 69.72 70.06 70.40 7074 J107
0.6 71.41 71.75 72.08 72.41 72.74 73.08 73.40 73.73 74.06 74.39
0.7 74.71 75.04 75.36 75.68 76.00 76.32 76.65 76095 77.26 77.58
0.8 77.89 78.20 78.51 78.82 79.12 79.43 79.73 80.03 80.33 80.63
0.9 80.93 81.22 81.51 81.81 8§2.10 82.39 §2.67 32.96 83.24 83.52
1.0 83.80 84.08 84.36 84.63 84.91 85.18 8545 85.71 85.98 86.24
1.1 86.50 86.76 87.02 87.28 8D53 878 g8.03 88.28 88.53 88.77
1.2 89.01 8§9.25 89.49 89.72 89.96 9019 0042 90.64 90.87 91.09
1.3 91.31 91.52 91.74 91.95 92.16 92.37 92.58 92.78 52.98 93.18
1.4 93.37 93.57 93.76 93.95 94.13 94.32 94.50 94.67 94.85 95.02
1.5 95.19 95.36 95.53 95.69 9585 96.00 96.16 96.31 96.46 96.60
1.6 96.75 96.89 97.03 97.16 97.29 97.42 97.55 97.67 97.79 97.91
1.7 98.02 98.13 98.24 98.34 98.45 98.55 98.64 98.73 98.82 98.91
1.8 98.99 99.07 99.15 99.22 99.29 99.36 99.43 99.49 99.54 99.60
1.9 99.65 99.70 99 74 99.78 99.82 99.85 99.88 99.91 99.93 99.95
2.0 99.97 99.98 99,99  100.000, 100,60 100.00 100.00 100.00 100.00 100.00

VALUES IN BODY OF TABLE ARB ESTIMATES OF PERCENT WITHIN LIMITS CORRESPONDING TO
SPECIFIC VALUES(OF Q = (AVERAGE=LOWER LIMIT) / (STANDARD DEVIATION) OR Q = (UPPER
LIMIT - AVERAGE)/ (STANDARD DEVIATION). FOR NEGATIVE QVALUES, THETABLEVALUES MUST
BESUBTERACTED FROM 100.

161



PERCENT WITHIN LIMITS ESTIMATION TABLE

VARIABILITY-UNKNOWN PROCEDURE SAMPLE STANDARD DEVIATION METHOD
SIZE
7
Q 0.00 0.01 0.02 0.03 0.04 0.05 0.06 0.0 0.08 0.09
0.0 50.00 50.37 50.75 51.12 51.50 51.87 52.24 52.62 52.99 53.37
0.1 53.74 54.11 54.49 54.86 55.23 55.60 55.97 56.35 56.72 57.09
0.2 57.46 57.83 58.20 58.56 58.93 59.30 59.67 60003 60.40 60.77
0.3 61.13 61.50 61.86 62.22 62.58 62.94 63.31 63.67 64.02 64.38
0.4 64.74 65.10 65.45 65.81 66.16 66.51 66.87 67.22 67.57 67.92
0.5 68.26 68.61 68.96 69.30 69.64 69.99 70.33 70.67 71.04 71.34
0.6 71.68 72.02 72.35 72.68 73.01 73.34 73.67 74.00 74.32 74.65
0.7 74.97 75.29 75.61 75.93 76.25 76.56 76.88 77 18 77.50 77.81
0.8 78.12 78.42 78.73 79.03 79.33 79.63 79 .98 80122 80.52 80.81
0.9 81.10 81.39 81.67 81.96 82.24 82.52 82:80 83,08 83.35 83.63
1.0 83.90 84.17 84.44 84.70 84.97 85.23 85.49 85.74 86.00 86.25
1.1 86.51 86.75 87.00 8725 8449 87.7% 87.97 88.21 88.44 88.67
1.2 88.90 89.13 89.35 89.58 89.80 90.02 90.23 90.45 90.66 90.87
13 91.07 91.28 91.48 91.68 91.88 92.08 92.27 92.46 92.65 92.83
1.4 93.02 93.20 93.38 93.55 9353 93.90" 94.07 94.23 94.40 94.56
1.5 94.72 94.87 95.03 95.18 95.33 95.48 95.62 95.76 95.90 96.04
1.6 96.17 96.31 06:43 96.56 96.69 96.81 96.93 97.05 97.16 97.27
1.7 97.38 97.49 97359 97.70 9780 97.89 97.99 98.08 98.17 98.26
1.8 98.35 98.43 98.51 98.59 9860 98.74 98.81 98.88 98.94 99.01
1.9 99.07 99.13 90,9 99.24 99.30 99.35 99.40 99.44 99.49 99.53
2.0 99.57 9961 99.64 99.68 99.71 99.74 99.77 99.79 99.82 99.84
2.1 99.86 99188 99.90 99.92 99.93 99.94 99.95 99.96 99.97 99.98
2.2 99.99 99.99 99.99 /100.00 100.00 100.00 100.00 100.00 100.00  100.00

VALUES IN BODY OF TABLE ARE ESTIMATES OF PERCENT WITHIN LIMITS CORRESPONDING TO
SPECIFIC VALUES\OF Q = (AVERAGE - LOWER LIMIT) / (STANDARD DEVIATION) OR Q = (UPPER
LIVIE - AVERAGE W A(BTANDARD DEVIATION). FOR NEGATIVE QVALUES, THETABLEVALUES MUST
BE SUBTRACTED FROM 100.
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PERCENT WITHIN LIMITS ESTIMATION TABLE

VARIABILITY-UNKNOWN PROCEDURE SAMPLE STANDARD DEVIATION METHOD
SIZE
8
Q 0.00 0.01 0.02 0.03 0.04 0.05 0.06 0.07 0.08 0.09
0.0 50.00 50.38 50.76 51.14 51.51 51.89 52.27 52.65 5303 53.41
0.1 53.78 54.16 54.54 54.92 55.29 55.67 56.04 56.42 56.79 57.17
0.2 57.54 57.92 58.29 58.66 55.03 59.41 59.78 60.15 60.52 60.89
03 61.25 61.62 61.99 62.35 62.72 63.08 63.45 63.81 64.17 64.58
0.4 64.89 65.25 65.61 65.96 66.32 66.67 67.03 67.38 67.73 68.08
0.5 68.43 68.78 69.13 69.47 69.82 70.16 70.50 70.84 71.18 J1.52
0.6 71.85 72.19 72.52 72.85 73.18 73.51 73.84 7417 74.49 74.81
0.7 75.14 75.46 75.77 76.09 76.41 76.72 77.03 7434 17.65 77.96
0.8 78.26 78.56 78.86 79.16 79.46 79.76 80.05 80.34 80.63 80.92
0.9 81.21 31.49 81.77 82.05 82.33 82.61 82.88 83.15 53.43 83.69
1.0 83.96 84.22 84.49 84.75 85.00 85.26 85.51 83.76 86.01 86.26
I.1 86.51 86.75 86.99 87.23 87.46 8770 87.93 88.16 88.39 88.61
1.2 88.83 89.06 89.27 89.49 89.70 8991 90.12 90.33 90.53 90.74
1.3 90.94 91.13 91.33 91.52 91.71 91.90 92.09 92.27 92.45 92.63
1.4 92.81 92.98 93.15 93.32 93.49 03.65 93.51 93.97 94.13 94.29
1.5 94.44 94.59 94.74 94.88 95.03 957 95.31 95.44 95.58 95.71
1.6 95.84 95.97 96.09 9621 96.33 96.45 96.57 96.68 96.79 96.90
1.7 97.01 97.11 97.21 97.31 97.41 97.51 97.60 97.69 97.78 97.87
1.8 97.96 98.04 98.12 9820 98.28 98.35 98.42 98.49 98.56 98.63
1.9 98.69 98.76 98482 98.88 98.93 98.99 99.04 99.09 99.14 99.19
2.0 99.24 99.28 99.33 99.37 99.41 99.45 99.48 99.52 99.55 99.58
21 99.61 99.64 99.67 99.70 99.72 99.74 99.77 99.79 99.81 99.83
22 99.84 99.86 99.87 99.89 99.90 99.91 99.92 99.93 99.94 99.95
23 99.96 99.96 9997 99.98 99.98 99.98 99.99 99.99 99.99 100.00

VAIUES IN BODY OF TABLE ARE ESTIMATES OF PERCENT WITHIN LIMITS CORRESPONDING TO
SPECIFIC VALUES OF Q% (AVERAGE - LOWER LIMIT) / (STANDARD DEVIATION) OR Q = (UPPER
LIMIT- AVERAGE(STANDARD DEVIATION). FOR NEGATIVE QVALUES, THETABLEVALUES MUST
BE SUBTRACTED FRONNLO0.
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PERCENT WITHIN LIMITS ESTIMATION TABLE

VARIABILITY-UNKNOWN PROCEDURE SAMPLE STANDARD DEVIATION METHOD
SIZE
9
Q 0.00 0.01 0.02 0.03 0.04 0.05 0.06 0.07 0.08 0.09
0.0 50.00 50.38 50.76 51.15 51.53 51.91 52.29 52.67 53.05 53.43
0.1 53.82 54.20 54.58 54.96 55.34 55.71 56.09 56.47 56.85 57.23
0.2 57.60 57.98 58.36 58.73 59.11 59.48 59.85 60.23 6060 60.97
03 61.34 61.71 62.08 62.45 62.81 63.18 63.54 63.91 64.27 64.63
0.4 65.00 65.36 65.71 66.07 66.43 66.79 67.14 6749 67.85 68,20
0.5 68.55 68.90 69.24 69.59 69.93 70.28 70662 70.96 71.30 71.64
0.6 71.97 72.31 72.64 72.97 73.30 73.63 7396 7428 74561 74.93
0.7 75.25 75.57 75.89 76.20 76.51 76.83 77.14 77.44 77.75 78.06
0.8 78.36 78.66 78.96 79.25 79.55 79.84 80.13 80.42 80.71 81.00
0.9 81.28 81.56 81.84 82.12 82.39 8267 82.94 83.21 83.47 83.74
1.0 84.00 84.26 84.52 84.77 85.03 85.28 85.53 85.78 86.02 86.27
1.1 86.51 86.74 86.98 87.21 87.45 87.68 87.90 88.13 88.35 88.57
1.2 88.79 89.00 89.22 89.43 89.64 385 90.05 90.25 90.45 90.65
1.3 90.84 91.04 91.23 91.41 91.60 9198 91.96 92.14 92.32 92.49
14 92.67 92.83 93.00 93.17 93.33 93.49 93.65 93.80 93.96 94.11
1.5 94.26 94.40 OS5 9469 94.83 94.97 95.10 95.23 95.36 95.49
1.6 95.62 95.74 95.86 95.98 96.10 90.22 96.33 96.44 96.55 96.66
1.7 96.76 96.86 96.9% 97.06 97.16 97.25 97.35 97.44 97.53 97.61
1.8 97.70 97.78 97.86 97.94 98.02 98.09 98.16 98.24 98.30 98.37
1.9 98.44 98.50 98.56 98.63 98.68 98.74 98.80 98.85 98.90 98.95
2.0 99.00 99.05 99.10 99.14 99.18 99.23 99.27 99.30 99.34 99.38
2.1 99.41 99.45 99.48 99.51 99.54 99.57 99.59 99.62 99.64 99.67
2.2 99.69 99.71 99.73 99.75 99.77 99.79 99.80 99.82 99.83 99.85
23 99.86 99.87 99.89 99.90 99.91 99.92 99.92 99.93 99.94 99.95
24 99.95 99.96 99.96 99.97 99.97 99.98 99.98 99.98 99.99 99.99
2.5 99.99 99.99 9999  100.00 100.00 100.00 100.00 100.00  100.00 100.00

VALUES IN BODYQF TABLE ARE ESTIMATES OF PERCENT WITHIN LIMITS CORRESPONDING TO
SPECIFIE VALUES OF Q = (AVERAGE - LOWER LIMIT) / (STANDARD DEVIATION) OR Q = (UPPER
LIMEF-AVERAGE) / (STANDARD DEVIATION). FOR NEGATIVE QVALUES, THETABLEVALUES MUST
BESUBTRACTED FROM 100.
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PERCENT WITHIN LIMITS ESTIMATION TABLE

VARIABILITY-UNKNOWN PROCEDURE SAMPLE STANDARD DEVIATION METHOD
SIZE
10
Q 0.00 0.01 0.02 0.03 0.04 0.05 0.06 0.07 0.08 0.09
0.0 50.00 50.38 50.77 51.15 51.54 51.92 52.30 52.69 5307 53.46
0.1 53.84 5422 54.60 54.99 55.37 55.75 56.13 56.51 5689 57.27
0.2 57.65 58.03 58.40 58.78 59.16 59.53 59.91 60.28 60.66 61.03
0.3 61.40 61.77 62.14 62.51 62.88 63.25 63.62 63.98 64.35 64.71
0.4 65.07 65.43 65.79 66.15 66.51 66.87 67.22 67.58 67.93 68.28
0.5 68.63 68.98 69.33 69.68 70.02 70.36 70.71 71.05 71.39 772
0.6 72.06 72.40 72.73 73.06 73.39 73.72 74.04 74.37 74.69 75.01
0.7 75.33 75.65 75.97 76.28 76.59 76.50 77.21 77.52 77.82 78.13
0.8 78.43 78.73 79.02 79.32 79.61 79.90 80,19 80.4% 80.77 81.05
0.9 81.33 81.61 81.89 82.16 82.44 82.71 82.97 83.24 83.51 83.77
1.0 84.03 84.28 84.54 84.79 85.04 85.29 85.54 85.78 86.03 86.27
1.1 86.50 86.74 86.97 87.20 87.43 87.66 87.88 88.10 88.32 88.54
1.2 88.76 88.97 89.18 89.39 §9.59 3679 90.00 90.19 90.39 90.58
1.3 90.78 90.97 91.15 91.34 91.52 910 91.88 92.05 92.23 92.40
14 92.56 92.73 92.90 93.06 93.22 93.37 93.53 93.68 93.83 93.98
1.5 94.13 94.27 954.41 94.55 94.69 9482 94.95 95.08 95.21 95.34
1.6 95.46 95.59 95.70 95.82 95.94 9605 96.16 96.27 96.38 96.48
1.7 96.59 96.69 96.79 96.89 96.98 97.0% 97.17 97.26 97.34 97.43
1.8 97.51 97.60 97.68 97.75 97.83 07.91 97.98 98.05 98.12 98.19
1.9 98.25 98.32 98.38 9544 98.50 93.56 98.62 98.67 98.73 98.78
2.0 98.83 98.88 98.93 98.97 99.02 99.06 99.10 99.14 99.18 99.22
2.1 99.26 99.29 99.33 99.36 9939 99.42 99.45 99.48 99.51 99.54
22 99.56 99.59 99.61 99.63 99.66 99.68 99.70 99.71 99.73 99.75
2.3 99.77 99.78 99:80 99.81 99.82 99.84 99.85 99.86 99.87 99.88
2.4 99.89 99.90 9991 99.92 99.92 99.93 99.94 99.94 99.95 99.95
2.5 99.96 9996 99.97 99.97 99.97 99.98 99.98 99.98 99.99 99.99
2.6 99,99 99.99 99.99 99.99 99.8% 100.00 100.00 100.00  100.00  100.00

VALUES IN BODY OF TABLE ARE ESTIMATES OF PERCENT WITHIN LIMITS CORRESPONDING TO
SPECIFIC VAL UES OF Q= (AVERAGE - LOWER LIMIT) / (STANDARD DEVIATION) OR Q = (UPPER
LIMITSAVERAGE)/(STANDARD DEVIATION). FOR NEGATIVE QVALUES, THETABLEVALUES MUST
BE SUBTRACTED FROM 100.
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PERCENT WITHIN LIMITS ESTIMATION TABLE

VARIABILITY-UNKNOWN PROCEDURE SAMPLE STANDARD DEVIATION METHOD
SIZE
11
Q 0.00 0.01 0.02 0.03 0.04 0.05 0.06 0.07 0.08 0.09
0.0 50.00 50.39 50.77 51.16 51.54 51.93 52.32 52.70 509 53.47
0.1 53.86 54.24 54.62 55.01 55.39 55.77 56.16 56.54 5692 57.30
0.2 57.68 58.06 58.44 58.82 59.20 59.58 59.95 60.33 60.70 61.08
0.3 61.45 61.82 62.19 62.56 62.93 63.30 63.67 64.04 64.40 64.77
0.4 65.13 65.49 65.85 66.21 66.57 66.93 67.29 67.64 67.99 68.35
0.5 68.70 69.05 69.40 69.74 70.09 70.43 70.77 71.11 hl.45 7179
0.6 72.13 72.46 72.79 73.12 73.45 73.78 74.11 74.43 74.75 75.08
0.7 75.39 75.71 76.03 76.34 76.65 76.96 ey 7157 77.88 78.18
0.8 78.48 78.78 79.07 79.37 79.66 79.95 80.24 30557 80.81 81.09
0.9 81.37 81.65 81.92 82.20 82.47 82.74 8300 53.27 83.53 83.79
1.0 84.05 84.30 84.56 84.81 85.06 85.30 85.55 85.79 86.03 86.27
11 86.50 86.74 86.97 87.19 87.42 87.64 87.87 838.09 88.30 88.52
1.2 88.73 88.94 89.15 89.35 89.56 89.76 B80S 90.15 90.34 90.54
13 90.72 90.91 91.10 91.28 91.46 o164 9181 91.98 92.15 92.32
1.4 92.49 92.65 92.81 92.97 9313 93.29 93.44 93.59 93.74 93.88
1.5 94.03 94.17 9431 94.45 94 58 94.71 94.84 94.97 95.10 95.22
1.6 95.35 95.47 95.59 95470 95.82 95.93 96.04 96.15 96.25 96.36
1.7 96.46 96.56 96.66 96.75 96:85 96.94 97.03 97.12 97.21 97.29
1.8 97.38 97.46 97.54 9762 97.69 97.77 97.84 9791 97.98 98.05
1.9 98.12 98.18 98.24 98.31 98.37 98.42 98.48 98.54 98.59 98.64
2.0 98.70 98.75 98.79 98.84 98.89 98.93 98.98 99.02 99.06 99.10
2.1 99.14 99.17 99.21 99425 99.28 99.31 99.34 99.37 99.40 99.43
2.2 99.46 99,49 99.51 99.54 99.56 99.58 99.60 99.63 99.65 99.67
2.3 99.68 9970 99N/ 99 j4 99.75 99.77 99.78 99.79 99.81 99.82
2.4 99.83 09.84 9985 9086 99.87 99.88 99.89 99.90 99.91 99.91
28 99.92 9993 99.93 99.94 99.94 99.95 99.95 99.96 99.96 99.96
b 99.97 99.97 99.97 99.98 99.98 99.98 99.98 99.99 99.99 99.99
2.7 99.99 99.99 99.99 99.99 99.99  100.00 100.00 100.00  100.00  100.00

VALUES INBODY OFTABLE ARE ESTIMATES OF PERCENT WITHIN LIMITS CORRESPONDING TO
SPECIFIG'VALUES OF Q = (AVERAGE - LOWER LIMIT) / (STANDARD DEVIATION) OR Q = (UPPER
LIMIT SAVERAGE) / (STANDARD DEVIATION). FOR NEGATIVE Q VALUES, THETABLEVALUES MUST
BE SUBTRACTED FROM 100.
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PERCENT WITHIN LIMITS ESTIMATION TABLE

VARIABILITY-UNKNOWN PROCEDURE SAMPLE STANDARD DEVIATION METHOD
SIZE
12
Q 0.00 0.01 0.02 0.03 0.04 0.05 0.06 0.07 0.08 0.09
0.0 50.00 50.39 50.77 51.16 51.55 51.94 52.32 52.71 5310 53.48
0.1 53.87 54.26 54.64 55.03 55.41 55.80 56.18 56.56 5695 57.33
0.2 57.71 58.09 58.47 58.85 59.23 59.61 59.99 60.36 60.74 61.11
0.3 61.49 61.86 62.23 62.61 62.98 63.35 63.71 64.08 64.45 64.81
0.4 65.18 65.54 65.90 66.26 66.62 66.98 67.24 67.69 68.04 68.40
0.5 68.75 69.10 69.45 69.79 70.14 70.48 70.82 71.17 71,50 71.84
0.6 72.18 72.51 72.84 73.18 73.50 73.83 74.16 74.48 74.80 75012
0.7 75.44 75.76 76.07 76.39 76.70 77.01 77.31 77.62 77.92 1822
0.8 78.52 78.82 79.11 79.41 79.70 79.99 80.27 80.56 80.84 81.12
0.9 81.40 81.68 81.95 82.22 82.49 82.76 83.02 83.29 83155 83.81
1.0 84.06 84.32 84.57 84.82 85.06 85.31 83.55 85.79 86.03 86.27
1.1 86.50 86.73 86.96 87.19 87.41 87.63 87.85 88.07 88.29 88.50
1.2 88.71 88.92 39.12 89.33 85,53 89.73 8900 90.12 90.31 90.50
1.3 90.68 90.87 91.05 91.23 9141 91.59 91576 91.93 92.10 92.27
1.4 92.43 92.59 92.75 9291 93.07 93.22 O8p3Y 93.52 93.66 93.81
1.5 93.95 94.09 94.23 94.36 94 .50 9463 94.76 94.89 95.01 95.14
1.6 95.26 95.38 95.49 95.61 95.72 9583 95.94 96.05 96.15 96.26
1.7 96.36 96.46 96.55 96.65 96.74 96.84 96.93 97.01 97.10 97.19
1.8 97.27 97.35 97.43 97.51 97.58 97.66 97.73 97.80 97.87 97.94
1.9 98.01 98.07 98.14 98.20 98.26 9832 98.38 98.43 98.49 98.54
2.0 98.59 98.64 98469 98.74 98.79 98.83 98.88 98.92 98.96 99.00
2.1 99.04 99.08 9912 99.15 99.19 99.22 99.25 99.29 99.32 99.35
2.2 99.37 99.40 99.43 99.46 99.48 99.51 99.53 99.55 99.57 99.59
2.3 99.61 99.63 99:65 99.67 99.69 99.70 99.72 99.73 99.75 99.76
2.4 99.78 99.79 99.¢0 95.84 99.82 99.84 99.85 99.86 99.86 99.87
25 99.88 99.89 99.90 99.90 99.91 99.92 99.92 99.93 99.93 99.94
2.6 99.94 99.95 99.95 99.96 99.96 99.96 99.97 99.97 99.97 99.97
2.7 99.98 99.98 99,98 99.98 99.98 99.99 99.99 99.99 99.99 99.99
2.8 99.99 9900 99,99 100.00 100.00 100.00  100.00  100.00  100.00 100.00

VALUES IN BODY OF TABLE ARE ESTIMATES OF PERCENT WITHIN LIMITS CORRESPONDING TO
SPECIFIC, VALUES OF Q = (AVERAGE - LOWER LIMIT) / (STANDARD DEVIATION) OR Q = (UPPER
LIMIT - AVERAGE) / (STANDARD DEVIATION). FOR NEGATIVE QVALUES, THE TABLEVALUES MUST
BE SUBTRACTED FROM 100.
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PERCENT WITHIN LIMITS ESTIMATION TABLE

VARIABILITY-UNKNOWN PROCEDURE SAMPLE STANDARD DEVIATION METHOD
SIZE
13
Q 0.00 0.01 0.02 0.03 0.04 0.05 0.06 0.07 0.08 0.09
0.0 50.00 50.39 50.78 51.17 51.55 51.94 52.33 52.72 53.11 53.49
0.1 53.88 54.27 54.65 55.04 55.43 55.81 56.20 56.58 56.96 57.35
0.2 57.73 58.11 58.49 58.87 59.25 59.63 60.01 60.39 60.77 61.14
0.3 61.52 61.89 62.27 62.64 63.01 63.38 63.75 64.12 64.48 64.85
04 65.21 65.58 05.94 66.30 66.66 67.02 67.37 67.73 68.08 68.44
0.5 68.79 69.14 69.49 69.83 70.18 70.52 70.87 71.2% 71.55 71.88
0.6 72.22 72.55 72.89 73.22 73.55 73.87 74.20 74,52 74.84 75.16
0.7 75.48 75.80 76.11 76.42 76.73 77.04 35 K65 77.96 78.26
0.8 78.55 78.85 79.14 79.44 79.73 80.01 80.30 8058 80.87 81.15
0.9 81.42 81.70 81.97 82.24 82.51 82.78 83.04 83.30 83.56 83.82
1.0 84.07 84.33 84.58 84.82 85.07 85.31 85156 8549 86.03 86.27
1.1 86.50 86.73 86.95 87.18 87.40 87.62 87.84 88.06 88.27 88.48
1.2 88.69 88.90 89.10 89.30 89.50 89.70 89.90 90.09 90.28 90.47
1.3 90.65 90.83 91.02 91.19 91.37 s 5 91.72 91.89 92.05 92.22
1.4 92.38 92.54 92.70 92.86 9301 5516 9331 93.46 93.61 93.75
1.5 93.89 94.03 94.17 94.30 94.43 94.56 94.69 94.82 94.94 95.06
1.6 95.18 95.30 9542 95.53 95.64 95.75 95.86 95.97 96.07 96.18
1.7 96.28 96.38 9647 96.57 96266 9675 96.84 96.93 97.02 97.10
1.8 97.18 97.26 97.34 97.42 9780 97.57 97.65 97.72 97.79 97.85
1.9 97.92 97.99 98.05 98,11 98.17% 98.23 88.29 98.35 98.40 98.46
2.0 98.51 98.56 98.61 98.66 98.70 98.75 98.79 58.84 08.88 98.92
2.1 98.96 99.00 99.04 99.08 99.11 96.15 99.18 99.21 99.24 99.28
22 9931 9933 99.36 99.39 99.42 89.44 99.47 96.49 99.51 99.53
23 99.55 9958 99.60 9961 99.63 99.65 99.67 99.68 99.70 99.71
24 99.73 99.74 ONT6 09777 99.78 99.79 99.81 99.82 99.83 99.84
2.5 99.85 99286 99.86 99.87 99.88 99.89 99.89 99.90 99.91 5991
2.6 99.92 9992 99.93 99.93 99.94 99.94 99.95 99.95 99.96 99.96
2.7 906 99.96 99.97 99.97 99.97 99.98 99.98 99.98 99.98 99.98
28 99598 99 .99 99.99 99.99 99.99 99.99 99.99 99.99 99.99 99.99
29 9999" “00.00» 100.00 100.00 100.00 100.00  100.00 100.00 100.00 100.00

VALUESIN BODY OF TABLE ARE ESTIMATES OF PERCENT WITHIN LIMITS CORRESPONDING TO
SPECIFIEC VALUES OF Q = (AVERAGE - LOWER LIMIT) / (STANDARD DEVIATION) OR Q = (UPPER
LIMITYAVERAGE) / (STANDARD DEVIATION). FOR NEGATIVE QVALUES, THE TABLEVALUES MUST
BE SUBTRACTED FROM 100.
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PERCENT WITHIN LIMITS ESTIMATION TABLE

VARIABILITY-UNKNOWN PROCEDURE SAMPLE STANDARD DEVIATION METHOD
SIZE
14
Q 0.00 6.01 0.02 0.03 0.04 0.05 0.06 0.07 0.08 0.09
0.0 50.00 50.39 50.78 51.17 51.56 51.95 52.34 52.73 53.11 53.50
0.1 53.89 54.28 54.67 55.05 55.44 55.83 56.21 56.60 5698 57.37
0.2 57.75 58.13 58.51 58.89 59.28 59.66 60.03 60.41 60.79 61.17
0.3 61.54 61.92 62.29 62.66 63.04 63.41 63.78 64.15 64.51 64,88
0.4 65.24 65.61 65.97 66.33 66.69 67.05 67.41 67.76 68.12 68.47
0.5 68.82 69.17 69.52 69.87 70.21 70.56 70.90 71.24 7h58 792
0.6 72.25 72.59 72.92 73.25 73.58 73.91 74.23 74.55 74.88 7519
0.7 75.51 75.83 76.14 76.45 76.76 77.07 77.38 77.68 77.98 78.28
0.8 78.58 78.88 79.17 79.46 79.75 80.04 80.32 861 80.89 81.16
0.9 81.44 81.72 81.99 82.26 82.52 82.79 83.05 8331 83.57 83.83
1.0 84.08 84.33 84.58 84.83 85.08 85.32 85.56 85.80 86.03 86.26
1.1 86.50 86.72 86.95 87.17 87.40 87.61 8783 38.05 88.26 88.47
1.2 88.68 88.88 89.08 89.28 8948 BO68 §9.87 90.06 90.25 90.44
13 90.62 90.81 50.99 91.16 91.34 915l 91%68 91.85 92.02 92.18
14 92.34 92.50 92.66 92.82 92.9% 93.12 93.27 93.41 93.56 93.70
1.5 93.84 93.98 94.11 94.25 94,38 94.51 94.64 94.76 94.88 95.01
1.6 95.12 95.24 95.36 95.47 95.58 95%9 95.80 95.91 96.01 96.11
1.7 96.21 96.31 96.41 96 .50 96.59 86.63 96.77 96.86 96.95 97.03
1.8 97.11 97.19 97.27 97.35 97.43 97.50 97.57 97.65 97.72 97.78
1.9 97.85 97.92 97.98 98.04 98.10 98.16 98.22 98.28 98.33 98.39
2.0 98.44 98.49 98.54 98.59 98,64 98.68 98.73 98.77 98.82 98.86
2.1 98.90 98.94 98.98 99.04 99.05 99.08 99.12 99.15 99.18 99.22
2.2 99.25 99.28 9031 99.33 99.36 99.39 99.41 99.44 99.46 99.48
23 99.50 99463 99:55 99.57 99.59 99.60 99.62 99.64 99.66 99.67
24 99.69 98 70 9992 99473 99.74 99.76 99.77 99.78 99.79 95.80
2.5 99.81 99.82 99.83 99.84 99.85 99.86 99.87 99.88 99.88 99.89
2.6 99:90 99.90 99.91 99.91 99.92 99.92 99.93 99.93 99.94 99.94
2.7 9995 96.95 99,05 99.96 99.96 99.96 99.97 99.97 99.97 99.97
2.8 99.97 99.98 99.98 99.98 99.98 99.98 99.99 99.99 69.99 99.99
2.9 99.99 99.99 99.99 99.99 99.99 99.99 9999  100.00 100.00 100.00

VALUESUN BODY OF TABLE ARE ESTIMATES OF PERCENT WITHIN LIMITS CORRESPONDING TO
SPECIFICWVALUES OF Q = (AVERAGE - LOWER LIMIT) / (STANDARD DEVIATION) OR Q = (UPPER
LIMIT - AVERAGE) / (STANDARD DEVIATION). FOR NEGATIVE QVALUES, THE TABLE VALUES MUST
BE SUBTRACTED FROM 100.
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PERCENT WITHIN LIMITS ESTIMATION TABLE

VARIABILITY-UNKNOWN PROCEDURE SAMPLE STANDARD DEVIATION METHOD
SIZE
15
Q 0.00 0.01 0.02 0.03 0.04 0.05 0.06 0.07 0.08 0.09
0.0 50.00 50.39 50.78 51.17 51.56 51.95 52.34 52.73 53.12 53.51
0.1 53.90 54.29 54.67 55.06 55.45 55.84 56.22 56.61 56:90 57.38
0.2 57.76 58.15 58.53 58.91 59.29 59.67 60.05 60.43 60.81 61.19
03 61.56 61.94 62.31 62.69 63.06 63.43 63.80 64.17 64.54 64.90
0.4 65.27 65.63 66.00 66.36 66.72 67.08 67.43 67.79 68.15 6850
0.5 68.85 69.20 69.55 69.90 70.24 70.59 70.93 71.27 71.61 71.95
0.6 72.28 72.61 72.95 73.28 73.61 73.93 74.26 74.58 74.90 75.22
0.7 75.54 75.85 76.17 76.48 76.79 77.10 7740 7730 78701 78.30
0.8 78.60 78.90 79.19 79.48 79.77 80.06 80.34 30362 80.50 81.18
0.9 81.46 81.73 §2.00 82.27 82.54 82.80 83.06 83.32 83.58 83.84
1.0 84.09 84.34 84.59 84.83 85.08 85.32 85.56 35 80 86.03 86.26
1.1 86.49 86.72 86.95 87.17 87.39 87.61 87.82 88:04 88.25 88.46
1.2 88.66 88.87 89.07 89.27 89.47 89.66 89 85 90.04 90.23 90.42
13 90.60 90.78 90.96 91.14 91.31 91.48 9165 91.82 91.99 92.15
1.4 92.31 92.47 92.63 92.78 9293 93.08 9328 93.37 93.52 93.66
1.5 93.80 93.94 94.07 94.20 94.33 94.46 94.59 94.71 94.84 94.96
1.6 95.08 95.19 95431 9542 9553 95.64 95.75 95.85 9595 96.06
1.7 96.16 96.25 96.35 96.44 96:54 96163 96.72 96.80 96.89 96.97
1.8 97.06 97.14 97.21 9729 97.39 97.44 97.51 97.59 97.66 97.72
1.9 97.79 97.86 97.92 9298 98.04 98.10 98.16 98.22 98.27 58.33
2.0 98.38 98.43 98.48 98.53 08.58 98.63 98.67 98.72 98.76 98.80
2.1 98.84 98.88 98.92 9896 99.00 99.03 99.07 99.10 99.13 99.17
2.2 99.20 99.23 99.26 99129 9931 99.34 99.37 99.39 99.42 99.44
23 99.46 99.48 99.51 9953 99.55 99.57 99.58 99.60 99.62 99.64
24 99.65 99.67 99.68 9970 99.71 99.73 99.74 99.75 99.76 99.77
2.5 99.79 99.80 99.81 99.82 99.83 99.83 99.84 99.85 99.86 99.87
2.6 99.87 99.88 99.89 99.89 99.90 99.91 99.91 99.92 99.92 99.93
2N 99.93 99.94 99.94 99.94 99.95 99.95 99.95 99.96 99.96 99.96
2.8 99.97 99,97 99.97 99.97 99.97 99.98 99.98 99.98 99.98 99.98
2.9 99 98 99.99 99.99 99.99 99.99 99.99 99.99 99.99 99.99 99.99
3.0 95.99 99.99 9999 100.00 100.00 100.00 100.00 100.00 100.00 100.00

VALUESUINBODY OF TABLE ARE ESTIMATES OF PERCENT WITHIN LIMITS CORRESPONDING TO
SPECIFIC'VALUES OF Q = (AVERAGE - LOWER LIMIT) / (STANDARD DEVIATION) OR Q = (UPPER
LIMIT - AVERAGE) / (STANDARD DEVIATION). FOR NEGATIVE QVALUES, THETABLEVALUES MUST
BE SUBTRACTED FROM 100.
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PERCENT WITHIN LIMITS ESTIMATION TABLE

VARIABILITY-UNKNOWN PROCEDURE SAMPLE STANDARD DEVIATION METHOD
SIZE
16
Q 0.00 0.01 0.02 0.03 0.04 0.05 0.06 0.07 0.08 0.09
0.0 50.00 50.39 50.78 51.17 51.56 51.95 52.34 52.74 9313 53.52
0.1 53.90 54.29 54.68 55.07 55.46 55.85 56.23 56.62 5701 57.39
0.2 57.78 58.16 58.54 58.93 59.31 59.69 60.07 60.45 6083 61.21
03 61.58 61.96 62.33 62.71 63.08 63.45 63.82 64.19 64.56 64.93
0.4 65.29 65.66 66.02 66.38 66.74 67.10 67.46 67.81 68.17 6852
0.5 68.87 69.22 69.57 69.92 70.27 70.61 70.95 71.29 71.63 71,97
0.6 72.30 72.64 72.97 73.30 73.63 73.96 74.28 74.60 74.92 75.24
0.7 75.56 75.88 76.19 76.50 76.81 77.12 77.42 77.72 78.02 78.32
0.8 78.62 78.91 79.21 79.50 79.79 80.07 80.36 8064 80.92 81.19
0.9 81.47 81.74 82.01 82.28 82.55 82.81 83.07 33373 83.59 83.84
1.0 84.10 84.35 84.59 84.84 85.08 85.32 85.56 85.80 86.03 86.26
1.1 86.49 86.72 86.94 87.16 87.38 87.60 8782 88.03 88.24 88.45
1.2 88.65 88.86 89.06 89.26 88.45 80.65 89.84 90.03 90.21 90.40
1.3 90.58 90.76 90.94 91.12 91.29 91.46 9163 91.80 91.96 92.12
1.4 92.28 92.44 92.60 92.75 92.90 93.05 93.20 93.34 93.48 93.62
1.5 93.76 93.90 94.03 94.17 94.30 94.42 94.55 94.67 94.80 94.92
1.6 95.03 95.15 95.26 95.38 95.49 9560 95.70 95.81 95.91 96.01
1.7 96.11 96.21 96.30 96.40 96.49 96.58 96.67 96.75 96.84 96.92
1.8 97.01 97.09 97.17 97.24 97.32 97.39 97.46 97.54 97.61 97.67
1.9 97.74 97.81 97.87 97.93 97.99 98.05 98.11 98.17 98.22 98.28
2.0 88.33 08.38 98.43 98.48 98.53 98.58 98.62 98.67 98.71 98.75
2.1 98.80 98.84 98,88 98.91 98295 98.99 99.02 99.06 99.09 99.12
22 99.15 99.19 99.22 99.24 99.27 99.30 99.33 99.35 99.38 99.40
23 99.42 99 .45 99.47 99.49 99.51 99.53 99.55 99.57 99.59 99.60
24 99.62 90 164 99.65 99 67 99.68 99.70 99.71 99.72 99.74 99.75
2.5 99.76 9997 99.78 99.79 99.80 99.81 99.82 99.83 99.84 99.85
2.6 99.86 99.86 99.87 99.88 99.88 99.89 99.90 99.950 99.91 99.91
2.7 99.92 99.92 99,93 95.93 99.93 99.94 99.94 99.95 996.95 99.95
2.8 99.96 99.96 99.96 99.96 99.97 99.97 99.97 99.97 99.97 99.98
2.9 99.98 9998 99.98 95.98 99.98 99.98 99.99 99.99 99.99 99.99
3.0 99.99 99.99 99.99 99.99 99.95 99.99 99.99 99.99  100.00  100.00

VALUES IN BODY OF TABLE ARE ESTIMATES OF PERCENT WITHIN LIMITS CORRESPONDING TO
SPECIFIC VALUES OF Q = (AVERAGE - LOWER LIMIT) / (STANDARD DEVIATION) OR Q = (UPPER
LIMIT - AVERAGE) / (STANDARD DEVIATION). FOR NEGATIVE QVALUES. THE TABLEVALUES MUST
BE SUBTRACTED FROM 100.
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PERCENT WITHIN LIMITS ESTIMATION TABLE

VARIABILITY-UNKNOWN PROCEDURE SAMPLE STANDARD DEVIATION METHOD
SIZE
17
Q 0.00 0.01 0.02 0.03 0.04 0.05 0.06 0.07 0.08 0.09
0.0 50.00 50.39 50.78 51.17 51.57 51.96 52.35 52.74 53.13 53.52
0.1 53.91 54.30 54.69 55.08 55.47 55.85 56.24 56.63 5HhO02 57.40
0.2 57.79 58.17 58.56 58.94 59.32 59.70 60.08 60.46 60.84 61.22
0.3 61.60 61.97 62.35 62.72 63.10 63.47 63.84 64.2 ) 04.58 64.94
0.4 65.31 65.67 66.04 66.40 66.76 67.12 67.48 67.83 68.19 68.54
0.5 68.89 69.24 69.59 69.94 70.29 70.63 70.97 71.31 71.65 7199
0.6 72.32 72.66 72.99 73.32 73.65 73.98 74.38 74.62 74 54 75.26
0.7 75.58 75.89 76.21 76.52 76.83 77.13 7444 77.74 78.04 78.34
0.8 78.64 78.93 79.22 79.51 79.80 80.08 80737 80.65 80.93 81.21
0.9 81.48 81.75 82.02 82.29 82.56 82.82 83.08 83.34 83.59 83.85
1.0 84.10 84.35 84.60 84.84 85.08 85.32 85756 3580 86.03 86.26
1.1 86.49 86.71 86.94 87.16 87.38 87.60 87.81 88102 88.23 88.44
1.2 88.64 88.85 89.05 89.24 89.44 8§9.63 89.82 90.01 90.20 90.38
1.3 90.56 - 90.74 90.92 91.10 51.27 9ndd 91.61 91.77 91.94 92.10
1.4 92.26 92.42 92.57 92.72 Q287 9302 9317 93.31 03.45 93.59
1.5 93.73 93.87 94.00 94.13 94.26 94.39 94.52 94.64 94.76 94.88
1.6 95.00 95.11 9523 95.34 95.45 95.56 95.66 95.77 95.87 95.97
1.7 96.07 96.17 96.26 96.36 96.45 96.54 96.63 96.71 96.80 96.88
1.8 96.96 97.04 97.12 97.20 928 97.35 97.42 97.49 97.56 97.63
1.9 97.70 97.76 97.83 9%.89 97.95 98.01 98.07 98.13 98.18 98.24
2.0 98.29 98.34 98.39 98.44 98.49 98.54 98.58 98.63 08.67 98.71
21 98.76 98.80 98.84 98,88 08.91 08.95 98.98 99.02 99.05 99.09
2.2 99.12 99.15 99.18 9921 99.24 99.26 99.29 99.32 99.34 99.37
2.3 99.39 99.41 09.44 99.46 99.48 99.50 99.52 99.54 99.56 99.58
2.4 99.59 99.61 9963 99.64 99.66 99.67 99.69 99.70 99.71 99.73
2.5 99.74 9075 99.76 99.77 89.78 99.79 96.80 99.81 99.82 99.83
2.6 99.84 9985 99.85 99.86 99.87 99.87 99.88 99.89 99.89 99.90
2.7 99.90 99.91 99.91 99.92 99.92 99.93 99.93 99.94 99.94 99.94
28 9995 99 95 99.95 99.96 99.96 99.96 99.96 99.97 99.97 99.97
29 0997 99.97 99.98 99.98 99.98 99.98 99.98 99.98 99.98 99.99
3.0 99.99 99.99 99.99 99.99 99.99 99.99 99.99 99.99 99.99 99.99
3.1 99.99 99.99 99.99  100.00 100.00 100.00  100.00 100.00 100.00 100.00

VALUES IN BODY OF TABLE ARE ESTIMATES OF PERCENT WITHIN LIMITS CORRESPONDING TO
SPECIFIC VALUES OF Q = (AVERAGE - LOWER LIMIT) / (STANDARD DEVIATION) OR Q = (UPPER
LIMIT - AVERAGE) / (STANDARD DEVIATION). FOR NEGATIVE QVALUES, THETABLEVALUES MUST
BE SUBTRACTED FROM 100.
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PERCENT WITHIN LIMITS ESTIMATION TABLE

VARIABILITY-UNKNOWN PROCEDURE SAMPLE STANDARD DEVIATION METHOD
SIZE
18
Q 0.00 0.01 0.02 0.03 0.04 0.05 0.06 0.07 0.08 0.09
0.0 50.00 50.39 50.78 51.18 51.57 51.96 52.35 52.74 SSEI3 53.52
0.1 53.92 54.31 54.70 55.08 55.47 55.86 56.25 56.64 57.02 57.41
0.2 57.80 58.18 58.57 58.95 59.33 39.71 60.09 60.47 60885 61.23
03 61.61 61.99 62.36 62.74 63.11 63.48 63.85 64.22 64.59 64.96
0.4 65.33 65.69 66.05 66.42 66.78 67.14 67.49 67.85 68.21 6856
0.5 68.91 69.26 69.61 69.96 70.30 70.65 70.99 71.33 Y67 72.01
0.6 72.34 72.68 73.01 73.34 73.67 73.99 74.32 74.64 7496 75:28
0.7 75.59 75.91 76.22 76.53 76.84 77.15 77.45 77.75 78.05 78.35
0.8 78.65 78.94 79.23 79.52 79.81 80.10 80.38 8066 80.94 81.21
0.9 81.49 81.76 82.03 82.30 82.56 82.82 83.09 &8.34 83.60 83.85
1.0 84.10 84.35 84.60 84.84 85.08 85.32 8556 85.80 56.03 86.26
1.1 86.49 86.71 86.93 87.16 87.37 87.59 SE80 88.01 88.22 88.43
1.2 88.63 88.84 89.04 89.23 89.43 89.62 8981 90.00 90.19 90.37
1.3 90.55 90.73 90.91 91.08 91.25 91.42 Q1 59 91.75 91.92 92.08
1.4 92.24 92.39 92.55 92.70 92.85 93.00 93.14 93.29 93.43 93.57
1.5 93.71 93.84 93.97 94.10 94.23 9436 94.49 94.61 94.73 94.85
1.6 94.97 95.08 95.20 05.31 9542 95.52 95.63 95.73 95.84 95.94
1.7 96.04 96.13 96.23 96232 96.41 96.50 96.59 96.68 96.76 96.85
1.8 96.93 97.01 97.09 IRI6 97.24 9731 97.38 97.46 97.53 97.59
1.9 97.66 97.73 97.79 97.85 97.91 9997 98.03 98.09 98.14 98.20
2.0 98.25 98.30 9845 98.40 9845 98.50 98.55 98.59 98.64 98.68
2.1 98.72 98.76 98.80 98.84 9888 98.92 98.95 98.99 99.02 99.05
2.2 99.09 99.12 9915 99.18 99.21 99.23 99.26 99.29 99.31 99.34
23 99.36 99.39 9941 99.43 99.45 99.47 99.49 99.51 99.53 99.55
24 99.57 99869 99.60 90 62 99.63 99.65 99.66 99.68 99.69 99.70
2.5 99.72 99.73 99.74 99.75 99.76 99.77 99.78 99.79 99.80 99.81
2.6 99.82 99.83 99.84 99.85 99.85 99.86 99.87 99.87 99.88 99.89
2.7 99.89 90 90 99.90 99.91 99.91 99.92 99.92 99.93 99.93 99.93
2.8 99.94 99.94 99.94 99.95 99.95 99.95 99.96 99.96 99.96 99.96
2.9 99.97 99.97 99.97 99.97 99.97 99.98 99.98 99.98 99.98 99.98
3.0 9998 99.98 99.98 99.99 99.99 99.99 99.99 99.99 99.99 99.99
3.1 9999 96.99 99.99 99.99 99.59 99.99 99.99  100.00 100.00  100.00

VALUES IN BODY OF TABLE ARE ESTIMATES OF PERCENT WITHIN LIMITS CORRESPONDING TO
SPECIFIC VALUES OF Q = (AVERAGE - LOWER LIMIT) / (STANDARD DEVIATION) OR Q = (UPPER
LIMIT - AVERAGE)/ (STANDARD DEVIATION). FOR NEGATIVE QVALUES, THE TABLEVALUES MUST
BE SUBTRACTED FROM 100.
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PERCENT WITHIN LIMITS ESTIMATION TABLE

VARIABILITY-UNKNOWN PROCEDURE SAMPLE STANDARD DEVIATICN METHOD
SIZE
19
Q 0.00 0.01 0.02 0.03 0.04 0.05 0.06 0.07 0.08 0.0
0.0 50.00 50.39 50.78 51.18 51.57 51.96 52.35 52.75 Shl14 53.53
0.1 53.92 54.31 54.70 55.09 55.48 55.87 56.26 56.64 5903 57.42
0.2 57.80 58.19 58.57 58.96 59.34 59.72 60.10 60.49 60.87 61.24
03 61.62 62.00 62.37 62.75 63.12 63.49 63.87 64.24 64.60 64.97
04 65.34 65.70 66.07 66.43 66.79 67.15 67.51 67.87 68.22 68.57
0.5 68.93 69.28 69.63 69.97 70.32 70.66 71.01 71.35 11.69 72,02
0.6 72.36 72.69 73.02 73.35 73.68 74.01 74.33 74.65 74.97 15.29
0.7 75.61 75.92 76.24 76.55 76.85 77.16 77 46 7747 78.07 78.36
0.8 78.66 78.95 79.25 79.53 79.82 80.11 80.39 3067 80.95 81.22
0.9 81.50 81.77 82.04 82.30 82.57 82.83 83,09 83.35 83.60 83.86
1.0 84.11 84.36 84.60 84.84 §5.09 85.33 85.56 85.80 86.03 86.26
1.1 86.48 8§6.71 86.93 87.15 87.37 87.59 87.80 58.01 88.22 88.42
1.2 88.63 88.83 89.03 8§9.22 89.42 8961 8980 89.99 90.17 90.36
1.3 90.54 50.71 90.89 91.06 91.24 91.41 91.57 91.74 91.90 92.06
1.4 92.22 92.37 92.53 92.68 92¢3 92.98 93.12 93.27 93.41 93.55
1.5 93.68 93.82 93.95 94.08 94.21 94,34 94.46 94.58 94.70 94.82
1.6 94.94 95.05 95.%¢7 9528 9589 95.49 95.60 95.70 95.81 95.91
1.7 96.00 96.10 96.20 96.29 9638 96.47 96.56 96.65 96.73 96.81
1.8 96.89 96.97 97.05 9713 97.21 97.28 97.35 97.42 97.49 97.56
1.9 97.63 97.69 97.76 99882 97.88 97.94 98.00 98.06 98.11 98.17
2.0 98.22 98.27 08732 98.37 88.42 98.47 98.52 98.56 98.61 98.65
2.1 98.69 98.73 98.77 98.81 98285 98.89 98.92 98.96 98.99 99.02
22 99.06 99.09 99.12 96.15 99.18 99.21 99.24 99.26 99.29 99.31
23 99.34 9936 9938 959 41 99.43 99.45 99.47 99.49 99.51 99.53
24 99.55 09.56 9958 99560 99.61 99.63 99.64 99.66 99.67 99.69
2.5 99.70 9971 99.72 99.74 99.75 99.76 99.77 99.78 99.79 96.80
266 90 81 99.82 99.82 99.83 99.84 99.85 99.85 99.86 99.87 96.87
2.7 99.88 99.89 90.89 99.90 99.90 99.91 99.91 99.92 99.92 99.93
2.8 99.93 99.93 99.94 99.94 99.94 99.95 99.95 99.95 99.95 99.96
29 99.96 9996 99.56 99.97 99.97 99.97 99.97 99.97 99.98 99.98
3.0 9998 96.98 99.98 99.98 99.98 99.98 99.99 99.99 99.99 99.99
3.1 99.99 99.99 99.99 99.99 99.99 99.99 99.99 99.99 99.99 99.99
32 10080  100.00  100.00  100.00  100.00  100.00 100.00  100.00 100.00 100.00

VALUES IN BODY OF TABLE ARE ESTIMATES OF PERCENT WITHIN LIMITS CORRESPONDING TO
SPECIFIC VALUES OF Q = (AVERAGE - LOWER LIMIT) / (STANDARD DEVIATION) OR Q = (UPPER
LIMIT - AVERAGE) / (STANDARD DEVIATION). FOR NEGATIVE QVALUES, THETABLEVALUES MUST
BE SUBTRACTED FROM 100.
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PERCENT WITHIN LIMITS ESTIMATION TABLE

VARIABILITY-UNKNOWN PROCEDURE SAMPLE STANDARD DEVIATION METHOD
SIZE
20
Q 0.00 0.01 0.02 0.03 0.04 0.05 0.06 0.07 0.08 0.09
0.0 50.00 50.39 50.79 51.18 51.57 51.96 52.36 52.75 Shi4 53.53
0.1 53.92 5431 54.70 55.09 55.48 55.87 56.26 56.65 57.04 57.43
0.2 57.81 58.20 58.58 58.97 59.35 59.73 60.11 60.49 60.87 61.25
0.3 61.63 62.01 62.38 62.76 63.13 63.51 63.88 64.25 64.62 64.98
0.4 65.35 65.72 66.08 66.44 66.80 67.16 67.52 67.88 68.23 68.59
0.5 68.94 69.29 69.64 69.99 70.33 70.68 71.02 71.36 71.70 72.04
0.6 72.37 72.70 73.04 73.37 73.69 74.02 7434 74.67 74.99 75.30
0.7 75.62 75.94 76.25 76.56 76.87 77.17 7748 7778 78.08 78.37
0.8 78.67 78.96 79.25 79.54 79.83 80.11 80.40 80468 80.95 81.23
0.9 81.50 8§1.77 82.04 82.31 82.57 82.84 83.10 83,35 83.61 83.86
1.0 84.11 84.36 84.60 84.85 85.09 85.33 85.56 85.80 86.03 86.26
1.1 86.48 86.71 86.93 87.15 87.37 87.58 8h79 88.00 88.21 88.42
1.2 88.62 88.82 89.02 §9.22 89.41 89.60 8979 89.98 90.16 90.34
1.3 90.52 90.70 90.88 91.05 91.22 91.39 91.56 91.72 91.88 92.04
1.4 92.20 92.36 92.51 92.66 92.81 92.96 93.10 §3.25 93.39 93.52
1.5 93.66 93.80 93.93 94.06 94.19 9431 94.44 94.56 94.68 94.80
1.6 94.92 95.03 95.14 95.25 95.36 95.47 95.57 95.68 95.78 95.88
1.7 95.98 96.07 96.17 06.26 96.35 96.44 96.53 96.62 96.70 96.79
1.8 96.87 96.95 97.02 97.10 97.18 97.25 97.32 97.39 97.46 97.53
1.9 97.60 97.66 97.73 9719 97.85 99.91 97.97 98.03 98.08 98.14
2.0 98.19 98.24 98.29 98.34 98.39 98.44 98.49 98.53 98.58 98.62
2.1 98.66 98.70 9874 98.78 98:82 98.86 98.90 98.93 98.97 99.00
22 99.03 99.06 99.10 99.15 99.15 99.18 99.21 99.24 99.26 99.29
23 99.32 99.34 99.36 99.39 99.41 99.43 99.45 99.47 99.49 99.51
24 99.53 99155 9956 99 .58 99.60 99.61 99.63 99.64 99.66 99.67
2.5 99.68 9950 99.71 99.72 99.73 99.74 99.75 99.76 99.77 99.78
2.6 99.79 99.80 99.81 99.82 99.83 99.84 99.84 99.85 99.86 99.86
2.7 99.87 99.88 99.88 99.89 99.89 99.90 96.90 99.91 99.91 99.92
2.8 99.92 99.93 99.93 96.93 99.94 99.94 99.94 99.95 99.95 99.95
29 99.95 9996 99.96 99.96 99.96 99.97 99.97 99.97 99.97 99.97
3.0 99.97 99.98 99.98 99.98 99.98 99.98 99.98 99.98 99.99 99.99
3.1 99299 99.99 99.99 99.99 99.99 99.99 99.99 99.99 99.99 99.99
32 99:99 99.99 99.99 99.99  100.00  100.00 100.00  100.00  100.00  100.00

VALUES IN BODY OF TABLE ARE ESTIMATES OF PERCENT WITHIN LIMITS CORRESPONDING TO
SPECIFIC VALUES OF Q = (AVERAGE - LOWER LIMIT) / (STANDARD DEVIATION) OR Q = (UPPER
LIMIT - AVERAGE)/ (STANDARD DEVIATION). FOR NEGATIVE QVALUES, THE TABLEVALUES MUST
BE SUBTRACTED FROM 100.
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PERCENT WITHIN LIMITS ESTIMATION TABLE

VARIABILITY-UNKNOWN PROCEDURE SAMPLE STANDARD DEVIATION METHOD
SIZE
21
Q 0.00 0.01 0.02 0.03 0.04 0.05 0.06 0.07 0.08 0.09
0.0 50.00 50.39 50.79 51.18 51.57 51.97 52.36 52.75 53.14 53.53
0.1 53.93 5432 54.71 55.10 55.49 55.88 56.27 56.66 57.04 57.43
0.2 57.82 58.20 58.59 58.97 59.36 59.74 60.12 60.50 60.88 61.26
0.3 61.64 62.02 62.39 62.77 03.14 63.52 63.89 64.26 64.63 65.00
0.4 65.36 65.73 66.09 66.45 66.82 67.18 67.53 67.89 68.25 68.60
0.5 68.95 69.30 69.65 70.00 70.34 70.69 71.03 71.3% 71.71 7205
0.6 72.38 72.72 73.05 73.38 73.71 74.03 74.36 74.68 75.00 75.32
0.7 75.63 75.95 76.26 76.57 76.88 77.18 7449 77.79 78.09 78.38
0.8 78.68 78.97 79.26 79.55 79.84 80.12 80:40 80.68 8§0.96 81.24
0.9 81.51 81.78 82.05 82.31 82.58 82.84 83.10 83.36 83.61 83.86
1.0 84.11 84.36 84.60 84.85. 85.09 85.33 85356 8580 86.03 86.25
1.1 86.48 86.70 86.93 87.15 87.36 87.58 87.79 88.00 88.21 88.41
1.2 88.61 88.81 89.01 89.21 89.40 89.59 89.78 89.97 90.15 50.33
1.3 90.51 90.69 90.87 91.04 51.21 On38 91.54 91.71 91.87 92.03
1.4 92.19 92.34 92.50 92.65 02579 9294 93,09 93.23 93.37 93.51
1.5 93.64 93.78 93.91 94.04 94.17 94.29 94.42 94.54 94.66 94.78
1.6 94.89 95.01 9512 95.23 95.34 95.45 95.55 95.66 95.76 95.86
1.7 95.95 96.05 9614 96.24 6833 06:42 96.51 96.59 96.68 96.76
1.8 96.84 96.92 97.00 97.08 9IS 97.23 97.30 97.37 97.44 97.51
1.9 97.57 97.64 97.70 97.76 97.83 97.89 97.94 98.00 98.06 98.11
2.0 98.17 98.22 9827 98.32 98.37 68.42 98.46 98.51 98.55 98.60
2.1 98.64 98.68 98.72 98.76 98.80 98.84 98.87 98.91 98.94 98.98
2.2 99.01 99.04 99.07 9910 99.13 99.16 99.19 99.22 99.24 99.27
23 99.29 9932 99.34 9937 99.39 99.41 99.43 99.45 99.47 99.49
24 99.51 99.53 OS5 99.56 99.58 99.60 99.61 99.63 99.64 99.65
2.5 99.67 9968 99.69 99.71 99.72 99.73 99.74 99.75 99.76 99.77
2.6 99.78 99.79 99.80 99.81 99.82 99.82 99.83 99.84 99.85 99.85
2.7 99.86 99.8% 99.87 99.88 99.88 99.89 99.90 99.90 95.90 99.91
2.8 9991 90.92 99.92 99.93 99.93 99.93 99.94 99.94 99.94 99.95
29 99:95 99.95 99.95 99.96 99.96 99.96 99.96 99.97 99.97 99.97
3.0 99.97 99.97 99.97 99.98 99.98 99.98 99.98 99.98 99.98 99.98
3.1 99.98 99.99 99.99 99.99 99.99 99.99 99.99 99.99 99.99 99.99
3.2 99.99 99.99 99.99 99.99 99.99 99.99 99.99  100.00 100.00 100.00

VALUES IN BODY OF TABLE ARE ESTIMATES OF PERCENT WITHIN LIMITS CORRESPONDING TO
SPECIFIC VALUES OF Q = (AVERAGE - LOWER LIMIT) / (STANDARD DEVIATION) OR Q = (UPPER
LIMIT - AVERAGE)/ (STANDARD DEVIATION). FOR NEGATIVE QVALUES, THE TABLEVALUES MUST
BE SUBTRACTED FROM 100.
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PERCENT WITHIN LIMITS ESTIMATION TABLE

VARIABILITY-UNKNOWN PROCEDURE SAMPLE STANDARD DEVIATION METHOD
SIZE
22
Q 0.00 0.01 0.02 0.03 0.04 0.05 0.06 0.07 0.08 0.0
0.0 50.00 50.39 50.79 51.18 51.57 51.97 52.36 52.75 SENE] 53.54
0.1 53.93 54.32 54.71 55.10 55.49 55.88 56.27 56.66 5%05 57.44
0.2 57.82 58.21 58.60 58.98 59.36 59.75 60.13 60.51 60.89 61.27
0.3 61.65 62.03 62.40 62.78 63.15 63.53 63.90 64.27 64.64 65.01
0.4 65.37 65.74 66.10 66.46 66.83 67.19 67.54 67.90 68.26 68.61
0.5 68.96 69.31 69.66 70.01 70.36 70.70 71.04 71.38 hL.72 72.06
0.6 72.39 72.73 73.06 7339 . 73.72 74.04 74.37 74.69 75.01 75.33
0.7 75.64 75.96 76.27 76.58 76.88 77.19 77.49 77.80 78.09 78.39
0.8 78.6% 78.98 79.27 79.56 79.84 80.13 80.41 8069 80.97 81.24
0.9 81.51 8§1.79 82.05 82.32 §2.58 82.84 83.10 8336 83.61 83.86
1.0 84.11 84.36 84.61 84.85 85.09 85.33 85.56 85.70 86.03 86.25
1.1 86.48 86.70 86.92 87.14 87.36 87.57 8179 S99 88.20 88.41
1.2 88.61 88.81 89.01 89.20 89.39 89.59 89.97 89.96 90.14 90.33
1.3 90.50 90.68 90.86 91.03 91.20 91.37 91.53 91.70 51.86 92.02
1.4 92.17 92.33 92.48 92.63 92.98 92.93 93.07 93.21 93.35 93.49
1.5 93.63 93.76 93.89 94.02 9415 9427 94.40 94.52 94.64 94.76
1.6 94.87 94.99 95.10 95.24 95.32 95.43 95.53 95.63 95.74 95.84
1.7 95.93 96.03 96.12 06.22 96.31 96.40 96.48 96.57 96.65 96.74
1.8 96.82 96.90 96.98 97.05 97.13 97.20 97.27 97.35 97.41 97.48
1.9 97.55 97.61 97.68 SRIA 97.80 97.86 97.92 97.98 98.03 98.0%
2.0 98.14 98.20 9825 98.30 98.35 58.39 98.44 98.49 98.53 98.57
2.1 98.62 98.66 98.70 98.74 9878 98.81 98.85 98.89 98.92 98.96
2.2 98.99 99.02 99.05 99.08 99.11 99.14 99.17 89.20 99.23 99.25
23 99.28 9960 99:33 99.35% 99.37 96.39 99.41 99.44 99.46 99.47
24 99.49 9951 9953 99465 99.56 99.58 99.60 99.61 99.63 99.64
2.5 99.65 9967 99.68 99.69 99.71 99.72 99.73 99.74 96.75 99.76
2.6 99 77 99.78% 99.79 99.80 99.81 99.81 99.82 99.83 99.84 99.84
2.7 99.85 99.86 99.86 99.87 99.88 99.88 99.89 99.89 99.90 99.90
2.8 99.91 99.91 99.92 99.92 95.92 99.93 §9.93 99.93 99.94 99.94
2.9 99.94 6995 99.95 99.95 99.95 99.96 99.96 99.96 99.96 99.97
3.0 9957 99.97 99.97 99.97 99.97 99.98 99.98 99.98 99.98 99.98
3.1 9908 99.98 99.98 99.99 99.99 99.99 99.99 99.99 99.99 99.99
32 9990 99.99 99.99 99.99 99.99 99.99 99.99 99.99 99.99  100.00

VALUES IN BODY OF TABLE ARE ESTIMATES OF PERCENT WITHIN LIMITS CORRESPONDING TO
SPECIFIC VALUES OF = (AVERAGE - LOWER LIMIT) / (STANDARD DEVIATION) OR Q = (UPPER
LIMIT - AVERAGE)/ (STANDARD DEVIATION). FOR NEGATIVE QVALUES. THETABLEVALUES MUST
BE SUBTRACTED FROM 100.
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PERCENT WITHIN LIMITS ESTIMATION TABLE

VARIABILITY-UNKNOWN PROCEDURE SAMPLE STANDARD DEVIATION METHOD
SIZE
23
Q 0.00 0.01 0.02 0.03 0.04 0.05 0.06 0.07 0.08 0.09
0.0 50.00 50.39 50.79 51.18 51.57 51.97 52.36 52.75 53.15 53.54
0.1 5393 54.32 54.72 5511 55.50 55.89 56.28 56.67 57.05 57.44
0.2 57.83 58.22 58.60 58.99 59.37 59.75 60.14 60.52 60.90 61.28
0.3 61.66 62.03 62.41 62.79 63.16 63.53 63.91 6428 64.65 65.01
0.4 65.38 65.75 66.11 66.47 66.83 67.19 67.55 67.91 68.27 68.62
0.5 68.97 69.32 69.67 70.02 70.36 70.71 71.05 71.39 71.73 72.07
0.6 72.40 72.74 73.07 73.40 73.73 74.05 743 74,70 75.02 75.33
0.7 75.65 75.96 76.28 76.59 76.89 77.20 /7.50 7780 7810 78.40
0.8 78.69 78.99 79.28 79.57 79.85 80.13 80.42 80.70 80.97 81.25
09 81.52 81.79 82.06 82.32 82.59 82.85 33 1d 83.36 83.62 83.87
1.0 84.12 84.36 84.61 84.85 85.09 85.33 85156 8575 86.02 86.25
1.1 86.48 86.70 86.92 87.14 87.36 87.57 87.78 87.99 88.20 88.40
1.2 88.60 88.80 89.00 89.20 89489 89.58 89.77 89.95 90.14 90.32
1.3 90.50 90.67 90.85 91.02 91.19 91.36 91.52 91.69 91.85 92.01
1.4 92.16 92.32 92.47 92.62 92577 92.91 93.06 93.20 93.34 93.48
1.5 93.61 93.74 93.88 94.01 94.13 94.26 94.38 94.50 94.62 94.74
1.6 94.86 94.97 95.08 9519 95.30 95.41 95.51 95.62 95.72 95.82
1.7 95.91 96.01 96:10 96.20 2629 96.38 96.46 96.55 96.63 96.72
1.8 96.80 96.88 96.96 07.03 9Ll 97.18 97.25 97.32 97.39 97.46
1.9 97.53 97.59 97.66 %72 97.78 97.84 97.90 97.96 98.01 98.07
2.0 98.12 98.17, 98.23 98.28 98.33 98.37 98.42 98.47 98.51 98.55
2.1 98.60 98.64 98.68 98.72 98.76 98.80 98.83 98.87 98.90 98.94
2.2 98.97 99.00 99.04 99.07 99.10 99.13 99.15 99.18 99.21 99.23
23 99.26 99.29 99.31 99.33 99.36 99.38 99.40 99.42 99.44 99.46
2.4 99.48 99.50 99.52 99.53 99.55 99.57 99.58 99.60 99.61 99.63
205 99.64 9966 99.67 99.68 99.69 99.71 99.72 99.73 99.74 99.75
2.6 99.76 ST 99.78 99.79 99.80 99.81 99.81 99.82 99.83 99.84
2%/ 99.84 99.85 99.86 99.86 99.87 99.87 99.88 99.89 99.89 99.90
2.8 99.90 9991 99.91 99.91 99.92 99.92 99.93 99.93 99.93 99.94
29 9994 99.94 99.95 99.95 99.95 99.95 99.96 99.96 99.96 99.96
3.0 99.96 99.97 99.97 99.97 99.97 99.97 99.97 99.98 99.98 99.98
3.1 99.98 99.98 99.98 99.98 99.98 95.99 99.99 99.99 99.99 99.99
3.2 99.99 99.99 99.99 99.99 99.99 99.99 99.99 99.99 99.99 99.99
33 99.99 9999 100.00  100.00 100.00 100.00 100.00 100.00 100.00 100.00

VALUES IN BODY OF TABLE ARE ESTIMATES OF PERCENT WITHIN LIMITS CORRESPONDING TO
SPECIFIC VALUES OF Q = (AVERAGE - LOWER LIMIT) / (STANDARD DEVIATION) OR Q = (UPPER
LIMIT - AVERAGE) / (STANDARD DEVIATION). FOR NEGATIVE QVALUES, THE TABLEVALUES MUST
BE SUBTRACTED FROM 100.
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PERCENT WITHIN LIMITS ESTIMATION TABLE

VARIABILITY-UNKNOWN PROCEDURE SAMPLE STANDARD DEVIATION METHOD
SIZE
24
Q 0.00 0.01 0.02 0.03 0.04 0.05 0.06 0.07 0.08 0.09
0.0 50.00 50.39 50.79 51.18 51.58 51.97 52.36 52.76 S1E ) 53.54
0.1 53.93 54.33 54.72 55.11 55.50 55.89 56.28 56.67 5706 57.45
0.2 57.83 58.22 58.61 58.99 59.38 59.76 60.14 60.52 60.90 61.28
03 61.66 62.04 62.42 62.79 63.17 63.54 63.91 64.28 64.65 65.02
04 65.39 65.75 66.12 66.48 66.84 67.20 67.56 67.92 68.27 68:63
0.5 68.98 69.33 69.68 70.03 70.37 70.72 71.06 71.40 71.74 72.08
0.6 72.41 72.74 73.08 73.41 73.73 74.06 74.38 74.70 75.02 7534
0.7 75.66 75.97 76.28 76.59 76.90 77.21 77.54 77.84 78.11 78.41
0.8 78.70 78.99 79.28 79.57 79.86 80.14 80.42 80070 80.98 81.25
0.9 81.52 81.79 82.06 82.33 82.59 82.85 83.11 8336 83.62 83.87
1.0 84.12 84.36 84.61 84.85 85.09 85.33 85.56 85.79 86.02 §6.25
1.1 86.48 86.70 86.92 87.14 87.35 87.57 8178 8799 88.19 88.40
1.2 88.60 88.80 85.00 89.19 89.38 89.57 8976 89.95 90.13 90.31
1.3 90.49 90.66 90.84 91.01 91.18 9135 9151 91.68 91.84 91.99
1.4 92.15 92.31 92.46 92.61 92.96 92.90 93.04 93.19 93.33 93.46
1.5 93.60 93.73 93.86 93.99 9412 O 4 94.37 94.49 94.61 94.73
1.6 94.84 94.95 95.07 95.18 95.28 9539 95.50 95.60 §5.70 95.80
1.7 95.90 95.99 96.09 96 .18 96.27 96.36 96.45 96.53 96.62 96.70
1.8 96.78 96.86 96.94 97.01 97.09 97.16 97.24 97.31 97.38 97.44
1.9 97.51 97.57 97.64 9750 87.76 97.82 97.88 97.94 97.99 98.05
2.0 98.10 98.16 9871 98.26 98.31 98.36 98.40 98.45 98.49 98.54
21 98.58 98.62 98.66 98.70 9874 98.78 98.82 98.85 98.89 98.92
22 98.95 98.99 99.02 99.05 99.08 99.11 99.14 99.17 99.19 99.22
23 99.25 9927 99:20 99.32 99.34 99.36 99.39 59.41 99.43 99.45
2.4 99.47 9943 9950 0062 99.54 99.55 99.57 99.59 99.60 99.62
2.5 99.63 99.64 99.66 99.67 99.68 99.70 99.71 99.72 99.73 99.74
2.6 99.75 99.76 99.77 99.78 99.79 99.80 99.81 99.81 99.82 99.83
2.7 99.84 99.84 99,85 99.86 99.86 99.87 99.87 99.88 99.88 99.89
2.8 99.90 99.90 99.50 99.91 99.91 99.92 99.92 99.92 99.93 99.93
29 99 .54 9994 99.94 99.94 99.95 99.95 99.95 99.95 99.96 99.96
3.0 99.96 99.96 99.97 99.97 99.97 99.97 99.97 99.97 99.98 99.98
3.1 99.98 99.98 99.98 99.98 99.98 99.98 99.98 99.9% 99.99 99.99
3.2 99.99 99.99 99.99 99.99 99.99 99.99 99.99 99.99 99.99 99.99
3.3 99199 99.99 99.99 99.99  100.00  100.00 100.00 100.00 100.00 100.00

VALUES IN BODY OF TABLE ARE ESTIMATES OF PERCENT WITHIN LIMITS CORRESPONDING TO
SPECIFIC VALUES OF Q = (AVERAGE - LOWER LIMIT) / (STANDARD DEVIATION) OR Q = (UPPER
LIMIT - AVERAGE) / (STANDARD DEVIATION). FOR NEGATIVE QVALUES, THE TABLEVALUES MUST
BE SUBTRACTED FROM 100.
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PERCENT WITHIN LIMITS ESTIMATION TABLE

VARIABILITY-UNKNOWN PROCEDURE SAMPLE STANDARD DEVIATION METHOD
SIZE
25
Q 0.00 0.01 0.02 0.03 0.04 0.05 0.06 0.07 0.08 0.09
0.0 50.00 50.39 56.79 51.18 51.58 51.97 52.36 52.76 53.15 53.54
0.1 53.94 54.33 54.72 55.11 55.50 55.89 56.28 56.67 5706 57.45
0.2 57.84 58.22 58.61 59.00 59.38 59.76 60.15 60.53 60.91 61.29
0.3 61.67 62.05 62.42 62.80 63.17 63.55 63.92 64.29 64.66 65.03
0.4 65.40 65.76 66.13 66.49 66.85 67.21 67.57 6793 68.28 68.64
0.5 68.99 69.34 69.69 70.04 70.38 70.73 71.07 71.4% 71.75 72.08
0.6 72.42 72.75 73.08 73.41 73.74 74.07 74489 74,71 75.03 75.35
0.7 75.67 75.98 76.29 76.60 76.91 77.21 7752 1582 7811 78.41
0.8 78.71 79.00 79.29 79.58 79.86 80.14 80.43 80.70 80.98 81.26
0.9 81.53 81.80 82.06 82.33 82.59 82.85 83,11 83.37 83.62 83.87
1.0 84.12 84.37 84.61 84.85 85.09 85.38 8556 85.79 86.02 86.25
1.1 86.48 86.70 86.92 87.14 87.35 87.56 87.78 87.98 88.19 88.39
1.2 88.59 88.79 88.99 89.18 89.36 89.57 89.75 89.94 90.12 90.30
1.3 90.48 90.66 90.83 91.00 91.17 91.34 91.50 91.67 01.83 91.99
1.4 92.14 92.30 92.45 92.60 9254 92.89 93.03 93.17 93.31 93.45
1.5 93.59 93.72 93.85 9398 94.11 94.23 94.35 94.47 94.59 94.71
1.6 94.83 94.94 95:05 05.16 95.27 95.38 95.48 95.58 95.68 95.78
1.7 95.88 95.98 96.07 96.16 96.25 96.34 96.43 96.52 96.60 96.68
1.8 96.76 96.84 96.92 97.00 9707 97.15 97.22 97.29 97.36 97.43
1.9 97.49 97.56 97.62 97.68 97.75 97.81 97.86 97.92 97.98 98.03
2.0 98.09 98.14 98.19 98.24 98.29 98.34 98.39 98.43 98.48 98.52
2.1 98.56 98.61 98.65 98.69 98.72 98.76 98.80 98.84 98.87 98.91
2.2 98.94 98.97 99.00 99.04 99.07 96.09 99.12 99.15 99.18 99.21
2.3 99.23 99:26 99.28 99.30 99.33 9935 99.37 99.39 99.41 996.43
2.4 99.45 99.47 99.49 99.51 99.53 99.54 99.56 99.58 99.59 99.61
2.5 99.62 9963 99.65 99.66 99.67 99.69 99.70 99.71 99.72 99.73
2.6 99.74 9975 99.76 99.77 99.78 99.79 99.80 99.81 99.81 99.82
2.7 99.83 99.84 99.84 99.85 99.86 96.86 99.87 99.87 99.88 99.88
2.8 99489 99 89 99.950 99.90 99.91 99.91 99.92 95.92 99.92 99.93
29 99.93 99.93 99.94 99.94 99.94 99.95 99.95 99.95 99.95 99.96
3.0 99.96 99.96 99.96 99.96 99.97 99.97 99.97 99.97 99.97 96.97
3.1 99.98 99.98 99.98 99.98 99.98 99.98 99.98 99.98 99.98 99.99
32 99.99 99.99 99.99 99.99 99.99 99.99 99.99 99.99 99.99 99.99
33 99.99 99.99 99.99 99.99 99.99 99.99  100.00 100.00 100.00 100.00

VALUES IN BODY OF TABLE ARE ESTIMATES OF PERCENT WITHIN LIMITS CORRESPONDING TO
SPECIFIC VALUES OF Q = (AVERAGE - LOWER LIMIT) / (STANDARD DEVIATION) OR Q = (UPPER
LIMIT -AVERAGE) / (STANDARD DEVIATION). FOR NEGATIVE QVALUES, THE TABLEVALUES MUST
BE SUBTRACTED FROM 100.
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PERCENT WITHIN LIMITS ESTIMATION TABLE

VARIABILITY-UNKNOWN PROCEDURE SAMPLE STANDARD DEVIATION METHOD
SIZE
26
Q 0.00 0.01 0.02 0.03 0.04 0.05 0.06 0.07 0.08 0.09
0.0 50.00 50.39 50.79 51.18 51.58 51.97 52.37 52.76 5345 53.55
0.1 53.94 54.33 54.72 55.12 55.51 55.90 56.29 56.68 57.07 57.45
0.2 57.84 58.23 58.62 59.00 59.39 59.77 60.15 60.53 60.92 61.30
0.3 61.67 62.05 62.43 62.80 63.18 63.55 63.93 64.30 64.67 69.08
0.4 65.40 65.77 66.13 66.50 66.86 67.22 67.58 67.93 68.29 68.64
0.5 69.00 69.35 69.70 70.04 70.39 70.73 71.08 71.42 LTS 72.09
0.6 72.43 72.76 73.09 73.42 73.75 74.07 74.40 74.72 75.04 75.36
0.7 75.67 75.98 76.30 76.61 76.91 77.22 77.52 TH#82 78.12 78.42
0.8 78.71 79.00 79.29 79.58 79.87 80.15 80.43 80771 80.99 81.26
0.9 81.53 81.80 8§2.07 82.33 82.59 82.85 83.11 83.37 83.62 83.87
1.0 84.12 84.37 84.61 84.85 85.09 85.33 85,56 8579 86.02 86.25
1.1 86.47 86.70 86.92 87.13 8535 856 8137 87.98 88.19 88.39
1.2 88.59 88.79 88.99 89.18 89.37 89.56 8975 89.93 90.12 90.30
1.3 90.47 90.65 90.82 91.00 91.16 91.33 91.50 91.66 91.82 91.98
1.4 92.13 92.29 92.44 92.59 92.73 02.88 93.02 93.16 93.30 93.44
1.5 93.57 93.71 93.84 93.97 94.09 9422 94.34 94.46 94.58 94.70
1.6 94.81 94.93 95.04 9515 95.26 95.36 95.47 95.57 95.67 95.77
1.7 95.87 95.96 96.06 96.15 96.24 06.33 96.41 96.50 96.58 96.67
1.8 96.75 96.83 96.91 96.98 97.06 97.13 97.20 97.27 97.34 9741
1.9 97.48 97.54 97 6l 97.67 97.73 97.79 97.85 97.91 97.96 98.02
2.0 98.07 98.12 98.18 98.23 98.28 98.32 98.37 98.42 98.46 98.51
2.1 98.55 98.59 98.63 98.67 98.71 98.75 98.79 98.82 98.86 98.89
2.2 98.93 9806 98.99 99.02 99.05 99.08 99.11 99.14 99.17 99.19
23 99.22 9924 9927 99429 99.32 99.34 9936 99.38 99.40 99.42
2.4 99.44 99.46 99.48 9950 99.52 99.53 99.55 99.57 99.58 99.60
2.5 99.61 99.62 99.64 99.65 99.66 99.68 99.69 99.70 99.71 99.72
2.6 9983 99.74 90,75 99.76 99.77 99.78 99.79 99.80 99.81 99.81
2.7 99.82 99.83 99.84 99.84 99.85 99.86 99.86 99.87 99.87 99.88
2.8 99.88 9989 99.89 99.90 99.90 99.91 99.91 99.92 99.92 99.92
29 99.93 99.93 99.93 99.94 99.94 99.94 99.95 99.95 99.95 99.95
3.0 99.96 99.96 99.96 99.96 99.96 95.97 99.97 99.97 99.97 99.97
3.1 99917 99.97 99.98 99.98 99.98 99.98 99.98 99.98 99.98 99.98
3.2 9998 99.99 99.99 99.99 99.99 95.99 99.99 99.99 99.99 99.99
33 99.99 99.99 99.99 99.99 99.99 99.99 99.99 99.99  100.00 100.00

VALUES IN BODY OF TABLE ARE ESTIMATES OF PERCENT WITHIN LIMITS CORRESPONDING TO
SPECIFIC VALUES OF Q = (AVERAGE - LOWER LIMIT) / (STANDARD DEVIATION) OR Q = (UPPER
LIMIT - AVERAGE) / (STANDARD DEVIATION). FOR NEGATIVE QVALUES, THE TABLE VALUES MUST
BE SUBTRACTED FROM 100.

181



PERCENT WITHIN LIMITS ESTIMATION TABLE

VARIABILITY-UNKNOWN PROCEDURE SAMPLE STANDARD DEVIATION METHOD
SIZE
27
Q 0.00 0.01 0.02 0.03 0.04 0.05 0.06 0.07 0.08 0.09
0.0 50.00 50.39 50.79 51.18 51.58 51.97 52.37 52.76 53.15 53.55
0.1 53.94 54.33 54.73 55.12 55.51 55.90 56.29 56.68 57107 57.46
0.2 57.85 58.23 58.62 59.00 59.39 59.77 60.16 6044 60:92 61.30
0.3 61.68 62.06 62.43 62.81 63.18 63.56 63.93 64.30 64.67 65.04
0.4 65.41 65.77 66.14 66.50 66.86 67.22 67.58 67.94 68.30 68.65
0.5 65.00 69.35 69.70 70.05 70.40 70.74 71.08 71.42 AR 72.10
0.6 72.43 72.77 73.10 73.43 73.75 74.08 7440 7472 75.04 75.36
0.7 75.68 75.99 76.30 76.61 76.92 77.22 /7.53 77.83 78.13 78.42
0.8 78.72 79.01 79.30 79.58 79.87 80.15 80.43 80.71 80.99 81.26
0.9 81.53 81.80 82.07 82.33 82.60 82.86 83.11 83.37 83.62 83.87
1.0 84.12 84.37 84.61 84.85 85.09 85.3% 85.56 85.79 86.02 86.25
1.1 86.47 86.69 86.91 87.48 8735 87.56 87.77 87.98 88.18 88.39
1.2 88.59 88.79 8§8.98 89.18 89.37 89.56 89.74 89.93 90.11 90.29
1.3 90.47 90.64 90.82 90.99 91,16 9132 Q1.49 91.65 91.81 91.97
1.4 92.12 92.28 92.43 92.58 92.73 92.87 93.01 93.15 93.29 93.43
1.5 93.56 93.70 9383 93.96 94.08 0421 9433 94.45 94.57 94.69
1.6 94.80 94.92 95.03 95.14 95 .24 9535 95.45 95.56 95.66 95.76
1.7 95.85 95.95 96.04 96.13 96.22 96.31 96.40 96.49 96.57 96.65
1.8 96.73 96.81 96.89 96.97 97.04 97.12 97.19 97.26 97.33 97.40
1.9 97.46 97.53 97.5% 9765 97.72 97.78 97.83 97.89 97.95 88.00
2.0 98.06 98.14 98.16 98.21 98.26 98.31 98.36 98.40 98.45 98.49
2.1 98.53 98.58 98.62 98.66 98.70 98.74 98.77 98.81 98.84 98.88
22 98.91 98.95 98.98 99.01 99.04 99.07 99.10 99.13 99.15 99.18
23 99.21 99.23 99.26 99.28 99.30 99.33 99.35 99.37 99.39 96.41
2.4 99.43 99.45 99.47 99.49 99.51 99.52 99.54 99.56 99.57 99.59
2.5 99.60 99.62 99.63 99.64 99.66 99.67 99.68 99.69 99.70 99.72
2.6 96,73 9974 99.75 99.76 99.77 99.78 99.78 99.79 96.80 99.81
2.9 99.82 99.82 99.83 99.84 99.84 99.85 99.86 99.86 99.87 99.87
2.8 9988 9988 99.89 99.89 99.90 99.90 99.91 9991 99.92 99.92
29 99.92 99.93 99.93 99.93 99.94 99.94 99.94 99.95 99.95 99.95
3.0 99.95 99.95 95.96 99.96 99.96 99.96 99.96 99.97 99.97 99.97
3.1 99.97 99.97 99.97 99.98 99.98 99.98 99.98 99.98 99.98 99.98
32 99.98 99.98 99.99 99.99 99.99 99.99 99.99 99.99 99.99 99.99
33 99.99 99.99 99.99 99.99 99.99 99.99 99.99 99.99 99.99 99.99
34 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00  100.00 100.00

VALUES IN BODY OF TABLE ARE ESTIMATES OF PERCENT WITHIN LIMITS CORRESPONDING TO
SPECIFIC VALUES OF Q = (AVERAGE - LOWER LIMIT) / (STANDARD DEVIATION) OR Q = (UPPER
LIMIT -AVERAGE) / (STANDARD DEVIATION). FOR NEGATIVE QVALUES, THE TABLEVALUES MUST
BE SUBTRACTED FROM 100.
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PERCENT WITHIN LIMITS ESTIMATION TABLE

VARIABILITY-UNKNOWN PROCEDURE SAMPLE STANDARD DEVIATION METHOD
SIZE
28
Q 0.00 0.01 0.02 0.03 0.04 0.05 0.06 0.07 0.08 0.09
0.0 50.00 50.39 50.79 51.18 51.58 51.97 52.37 52.76 53.16 53.55
0.1 53.94 54.34 54.73 55.12 55.51 55.90 56.29 56.68 57.07 57.46
0.2 57.85 58.24 58.62 59.01 59.39 59.78 60.16 60.54 60.92 61.30
0.3 61.68 62.06 62.44 62.82 63.19 63.56 63.94 64.31 64.68 65.05
0.4 65.41 65.78 66.14 66.51 66.87 67.23 67.59 67.95 68.30 68.66
0.5 69.01 69.36 69.71 70.06 70.40 70.75 71.09 71.43 71.77 72.10
0.6 72.44 72.77 73.10 73.43 73.76 74.09 7447 74673 75.05 75.37
0.7 75.68 76.00 76.31 76.62 76.92 77.23 TES3 7783 78.13 78.43
0.8 78.72 79.01 79.30 79.59 79.87 80.16 80.44 80.72 80.99 81.27
0.9 81.54 81.81 82.07 82.34 82.60 82.86 83.12 83.37 83.62 83.87
1.0 84.12 84.37 84.61 84.85 85.09 85.33 85.56 85.79 86.02 86.25
1.1 86.47 86.69 86.91 87.13 87.34 87.56 8A77 87.97 88.18 88.38
1.2 88.58 88.78 88.98 89.17 89.36 89385 89.74 89.92 90.11 90.29
1.3 90.46 90.64 90.81 90.98 915 91.32 91.48 91.64 91.80 91.96
1.4 92.12 92.27 92.42 92.57 92.72 92.86 93.00 93.14 93.28 93.42
1.5 93.55 93.69 93.82 93095 94.07 94.20 94.32 94.44 94.56 94.68
1.6 94.79 94.90 95.02 956.12 9523 95.34 95.44 95.54 95.64 95.74
1.7 95.84 95.94 96.03 96:12 96.21 96.30 96.39 96.47 96.56 96.64
1.8 96.72 96.80 96.88 96.95 97.03 97.10 97.17 97.25 9731 97.38
1.9 97.45 97.51 97.58 97.64 97.70 97.76 97.82 97.88 97.93 97.99
2.0 98.04 98.10 98.15 98420 98.25 98.30 98.34 98.39 98.43 98.48
2.1 98.52 98.56 98.61 98.65 98.68 98.72 98.76 98.80 98.83 98.87
2.2 98.90 98.93 9807 99 00 99.03 99.06 99.09 99.12 99.14 99.17
23 99.20 0922 9925 902"/ 99.2% 99.32 99.34 99.36 99.38 99.40
24 99.42 99.44 99.46 59948 99.50 99.51 99.53 99.55 99.56 99.58
- 90.59 99.61 99.62 99.64 99.65 99.66 99.67 99.69 99.70 99.71
2.8 99.72 99.73 99.74 99.75 99.76 99.77 99.78 99.79 99.79 99.80
2.7 99.81 99.82 99.83 99.83 99.84 99.85 99.85 99.86 99.86 99.87
2.8 9% .88 9988 99.89 99.89 99.90 99.90 99.90 99.91 99.91 99.92
29 9692 99.92 99.93 99.93 99.93 95.94 96.94 99.94 99.94 99.95
3.0 99.95 99.95 99.95 99.96 99.96 99.96 99.96 99.96 99.97 99.97
3.1 99.97 99.97 99.97 99.97 99.98 99.98 99.98 99.98 99.98 99.98
32 99.98 99.98 99.98 99.98 99.99 99.99 99.99 99.99 99.99 99.99
33 99.99 99.99 99.59 99.99 99.99 99.99 99.99 99.99 99.99 99.99
34 99.99 99.99 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00

VALUES IN BODY OF TABLE ARE ESTIMATES OF PERCENT WITHIN LIMITS CORRESPONDING TO
SPECIFIC VALUES OF Q = (AVERAGE - LOWER LIMIT) / (STANDARD DEVIATION) OR Q = (UPPER
LIMIT -AVERAGE)/ (STANDARD DEVIATION). FOR NEGATIVE QVALUES, THETABLEVALUES MUST
BE SUBTRACTED FROM 100.
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PERCENT WITHIN LIMITS ESTIMATION TABLE

VARIABILITY-UNKNOWN PROCEDURE SAMPLE STANDARD DEVIATION METHOD
SIZE
29
Q 0.00 0.01 0.02 0.03 0.04 0.05 0.06 0.07 0.08 0.09
0.0 50.00 50.39 50.79 51.18 51.58 51.97 52.37 52.76 53.16 53.55
0.1 53.94 54.34 54.73 55.12 55.51 55.90 56.30 56.69 57.07 57.46
0.2 57.85 58.24 58.63 59.01 59.40 59.78 60.16 60.55 6093 61.31
0.3 61.69 62.07 62.44 62.82 63.19 63.57 63.94 6431 64.68 65.05
0.4 65.42 65.78 66.15 66.51 66.87 67.23 67.59 6795 68.31 68,66
0.5 69.01 69.36 69.71 70.06 70.41 70.75 7 1409 h1.43 A/ 72.11
0.6 72.44 72.78 73.11 73.44 73.77 74.09 7441 74574 7505 75.37
0.7 75.69 76.00 76.31 76.62 76.93 77.23 77.54 J7.84 78.13 78.43
0.8 78.72 79.02 79.31 79.59 79.88 80.16 80.44 80.72 80.99 81.27
0.9 81.54 81.81 82.07 82.34 82.60 82(86 83.12 83.37 83.63 83.88
1.0 84.12 84.37 84.61 84.85 85.09 85.33 85.56 85.79 86.02 86.25
1.1 86.47 86.69 86.91 87.18 87.34 87.56 87.76 87.97 88.18 88.38
1.2 88.58 88.78 88.97 89.17 89.36 89S 5 89.73 89.92 90.10 90.28
1.3 90.46 90.63 90.81 90.98 Ohl5 9131 91.48 91.64 91.80 91.95
14 92.11 92.26 9241 92.56 9%k 92.85 93.00 93.14 93.27 93.41
1.5 93.55 93.68 9906 1 93.94 94.06 94.19 94.31 94.43 94.55 94.67
1.6 94.78 94.89 95.00 95.11 0522 95733 95.43 95.53 95.63 95.73
1.7 95.83 95.92 96.02 96.11 96.20 96.29 96.38 96.46 96.55 96.63
1.8 96.71 96.79 96.87 96.94 97.02 97.09 97.16 97.23 97.30 97.37
1.9 97.44 97.50 97.57 Q63 97.69 97.75 97.81 97.87 97.92 97.98
2.0 98.03 98.08 98.14 98.19 98.24 98.28 98.33 98.38 98.42 98.47
.21 98.51 98.53 98.59 98.63 98.67 98.71 98.75 98.79 98.82 98.86
2.2 98.89 98.92 98.96 98.99 99.02 99.05 99.08 99.11 99.13 99.16
23 99.19 99.21 99.24 99.26 99.29 99.31 99.33 99.35 99.37 99.39
2.4 9941 99.43 99.45 99.47 99.49 99.51 99.52 99.54 99.56 99.57
2.5 99.59 99.60 99.61 99.63 99.64 99.65 99.67 99.68 99.69 99.70
06 OOn71 99.9%2 99.73 99.74 99.75 99.76 99.77 99.78 99.79 99.80
2.7 99.81 96 .81 99.82 99.83 99.83 99.84 99.85 99.85 99.86 99.87
28 99.87 99.88 99.88 99.89 99.89 99.90 99.90 99.90 99.91 9991
2.9 99.92 99.92 99.92 99.93 99.93 99.93 99.94 99.94 99.94 99.94
3.0 99.95 99.95 99.95 99.95 99.96 99.96 99.96 99.96 99.96 99.97
31 99.97 99.97 99.97 99.97 99.97 99.98 89.98 99.98 99.98 96.98
3.2 99.98 99.98 99.98 99.98 99.98 99.99 99.99 99.99 99.99 99.99
33 99.99 99.99 99.99 99.99 99.99 99.99 99.99 99.99 99.99 99.99
34 99.99 99.99 9999 100.00 100.00 100.00 100.00 100.00 100.00 100.00

VALUES IN BODY OF TABLE ARE ESTIMATES OF PERCENT WITHIN LIMITS CORRESPONDING TO
SPECIFIC VALUES OF Q = (AVERAGE - LOWER LIMIT) / (STANDARD DEVIATION) OR Q = (UPPER
LIMIT - AVERAGE) / (STANDARD DEVIATION). FOR NEGATIVE Q VALUES, THE TABLE VALUES MUST
BE SUBTRACTED FROM 100.
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PERCENT WITHIN LIMITS ESTIMATION TABLE

VARIABILITY-UNKNOWN PROCEDURE SAMPLE STANDARD DEVIATION METHOD
' SIZE
30
Q 0.00 0.01 0.02 0.03 0.04 0.05 0.06 0.07 0.08 0.09
0.0 50.00 50.40 50.79 51.19 51.58 51.98 52.37 52.76 536 53.55
0.1 53.95 54.34 54.73 55.12 55.52 55.91 56.30 56.69 5708 57.47
0.2 57.85 58.24 58.63 59.01 59.40 59.78 60.17 60.55 60.93 61.31
0.3 61.69 62.07 62.45 62.82 63.20 63.57 63.95 64.32 64.69 65.06
0.4 6542 65.79 66.15 66.52 66.88 67.24 67.60 67.96 68.31 68.67
0.5 69.02 69.37 69.72 70.07 70.41 70.76 71.10 71.44 71.78 7231
0.6 72.45 72.78 73.11 73.44 73.77 74.10 74.42 74.74 75.06 7538
0.7 75.69 76.01 76.32 76.63 76.93 77.24 77.54 77.84 78.14 78.43
0.8 78.73 79.02 79.31 79.60 79.88 80.16 80.44 8072 81.00 81.27
0.9 81.54 81.81 82.08 82.34 82.60 82.86 83.12 8337 83.63 83.88
1.0 84.12 84.37 84.61 84.85 85.09 85.33 85.56 85.79 86.02 86.25
1.1 86.47 86.69 86.91 87.13 87.34 87.55 8776 8797 88.18 88.38
1.2 88.58 88.78 88.97 89.16 89.36 89.54 3993 89.91 90.10 90.28
1.3 90.45 90.63 90.80 90.97 91.14 993l 9147 91.63 91.79 91.95
1.4 92.10 92.26 92.41 92.56 9290 92.85 92.99 93.13 93.27 93.40
1.5 93.54 93.67 93.80 93.93 94 .05 94,18 94.30 94.42 94.54 94.66
1.6 94.77 94.88 94.99 95.10 95.21 9932 9542 95.52 95.62 95.72
1.7 95.82 95.91 96.01 96 /10 96.19 96.28 96.37 96.45 96.53 96.62
1.8 96.70 96.78 96.85 96.93 97.01 97.08 97.15 97.22 97.29 97.36
1.9 9743 97.49 97.55 ORe2 97.68 97.74 97.80 97.86 97.91 97.97
2.0 98.02 98.07 9813 98.18 98.23 98.27 98.32 98.37 98.41 98.46
2.1 98.50 98.54 98.58 98.62 98.66 98.70 98.74 68.78 98.81 98.85
2.2 98.88 98.91 98.95 98.9¢ 96.01 99.04 99.07 99.10 99.12 99.15
23 99.18 9920 99:23 99.25 99.28 99.30 99.32 99.34 99.37 99.39
24 9941 99.43 9944 99.46 99.48 99.50 99.52 99.53 99.55 99.56
2.5 99.58 99359 99.61 99.62 99.63 99.65 99.66 99.67 99.68 99.70
2.6 9071 99.72 99.73 99.74 99.75 98.76 99.77 99.78 99.78 99.79
2.7 99.80 99.81 99.82 99.82 99.83 99.84 99.84 99 .85 99.86 99.86
2.8 99.87 99.87 99.88 99.88 99.89 99.89 99.90 99.90 99.91 99.91
2.9 99.91 9992 99.92 99.92 99.93 99.93 99.93 99.94 59.94 99.94
3.0 9995 99.95 99.95 99.95 99.95 99.96 99.96 99.96 99.96 99.96
3.1 0907 99.97 99.97 99.97 99.97 99.97 99.98 95.98 99.98 99.98
32 9098 99.98 99.98 99.98 99.98 99.98 99.99 99.99 99.99 99.99
33 99.99 99.99 99.99 99.99 99.99 99.99 99.99 99.99 99.99 99.99
34 99.99 99.99 99.99 99.99 99.99  100.00 100.00 100.00 100.00  100.00

VALUES IN BODY OF TABLE ARE ESTIMATES OF PERCENT WITHIN LIMITS CORRESPONDING TO
SPECIFIC VALUES OF Q = (AVERAGE - LOWER LIMIT) / (STANDARD DEVIATION) OR Q = (UPPER
LIMIT - AVERAGE) / (STANDARD DEVIATION). FOR NEGATIVE QVALUES, THE TABLEVALUES MUST
BE SUBTRACTED FROM 100.
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