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Foreword

Much has been written to guide highway agencies in the development, implementation,
and use of quality assurance specifications. Unfortunately, the guidance is
scattered and piecemeal. In some cases, it is out-of-date, inconsistent, or
even contradicts statistical principles. Further, agencies' negative experiences
with quality assurance specifications have often not been recorded, and common
mistakes are repeated by other agencies.

This report is a companion to FHWA-RD-02-095, Optimal Procedures for Quality
Assurance Specifications. While FHWA-RD-02-095 is a manual intended to
provide guidance to highway agencies, this report summarizes the research
work that was performed and contains the analyses to explain and justify the
provided guidance. This report will be of interest to those materials, construction,
specifications, and research engineers who wish to gain a better understanding
of any specific procedures recommended in the manual.

Sufficient copies of this report are being distributed to provide three copies
to each FHWA Resource Center, a minimum of one copy to each FHWA Division,
and a minimum of two copies to each State highway agency. Direct distribution
is being made to the division offices. Additional copies for the public are
available from the National Technical Information Services (NTIS), 5285 Port
Royal Road, Springfield, VA 22161.


T. Paul Teng, P.E.
Director, Office of Infrastructure
Research and Development



Notice

This document is disseminated under the sponsorship of the U.S. Department
of Transportation in the interest of information exchange. The U.S. Government
assumes no liability for the use of the information contained in this document.

The U.S. Government does not endorse products or manufacturers. Trademarks or manufacturers' names appear in this report only because they are considered essential to the object of the document.

Quality Assurance Statement

The Federal Highway Administration (FHWA) provides high-quality information
to serve Government, industry, and the public in a manner that promotes public
understanding. Standards and policies are used to ensure and maximize the
quality, objectivity, utility, and integrity of its information. FHWA periodically
reviews quality issues and adjusts its programs and processes to ensure continuous
quality improvement.
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Preface

It is important to note that two documents have been prepared for this project-a
manual for use by State highway administrations (SHAs), and this technical
report, which summarizes the procedures and findings of the project. The manual
is intended to be a comprehensive guide that a SHA can use when developing
new or modifying existing acceptance plans and quality assurance (QA) specifications.
While the focus and objectives of these documents are quite different, they
are not entirely stand-alone documents. In preparing the two documents, an
attempt has been made to minimize duplication of the contents. As such, this
technical report should be read in conjunction with and as a companion to
the QA specifications manual, Optimal Procedures for Quality Assurance
Specifications (Report No. FHWA-RD-02-095), which also resulted from this
project.

The focus of the manual is on what should be done when developing
QA specifications. The reasons for the various steps and possible decisions
are explained and easy-to-follow examples are included to assist in understanding
the process that is involved. The manual does not explain what was done during
the project, nor what analytical and simulation analyses were conducted, unless
it was necessary to clarify why certain steps in the process were necessary.
This technical report contains the detailed descriptions and summaries of
the results for the analyses that were conducted to arrive at the decisions
and recommendations included in the manual.
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